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RzF,

1111 RRHE

Apache Doris iR Y] B B EI SRFJW BRI Palo B, 2017 FIEXIIMNTFIE, 2018 F 7 HHBEEIBMELS Apache B
ERFHITIE. 7 Apache BIFRIFEE T, HIFCBRIBEBEZASMRAHAITIFUCIIZE., 20225 6 A, Apache
Doris FY LM Apache BE{L28EENL, IEZURY A Apache TRZRINE ( Top-Level Project, TLP ),

BH#l, Apache Doris ftXEBLERETRKERNEITWHBEREIWR 700 RAITAIBE, FEEBREZKTTMEANE
it 120 {iZ,

1.1.1.2 AR

Apache Doris EFENDZELIKCEIRBB ZHAFEE., BEBH, Apache Doris BEELEKEIT 5000 RA X
BAPWHEFIMERSRINA, EFEHESGERTE 0 EBRMATF, BI8iT sow WKHAEF Apache
Doris, BHEEE. XA, K. BRE. Fodksh FEEE. Bifl. W5, RFE MEE, @, T£28. B
% B, TWHLE R Efr. BSSFERTIHEEFEMINA,

7#RE, LFRENT &, FEDR. £hn, RER. Bz, BESR. KWUSIES, SERHBEERN

Apache Doris = RS3,

112 {ERFS

i&l?&ﬁ%ﬂ%ﬂﬂiﬂﬁ%ﬁﬁﬂDDI&\HE)E, ﬁﬁ%l&)\iﬁqii;ﬁﬁg Doris *U%Z&ﬁﬂ@ (yﬂ Hive, Iceberg _ﬂ]
Hudi), T ZM T oar iz =R, WTEFR:



Data Source Apache Doris Applications
RDBMS Realtime Analysis [ Reportlng / Dashboard
e, >
PolarDB Ad-hoc Query / Self-Service BI
R LakeHouse Analysis
RDS Customer / User facing Analytics
U Observability and
MySQL .
Log Analysis CDP / User Behavior and
HEe o Profile Anal
; PostgreSQL rofile Analysis
[ Data Intergration Data Warehousing
| SQLServer | A/B Testing
- - coc > >
Oracle : GenAl Hybrid Search

A

|
L
|
(
C
L
|
C
L

Batch Processing Federated Analysis

v

A 4

ETL/ELT

) Data LakeHouse
Time-Series (Flink)

Data

Logs / Events / Traces Analysis

.

Data Science
Tools

(DTS, DataWorks, DBT) ( loeberg, Hudi, Paimon, }

Kafka

L (— E—

Delta Lake RAG

\
)
)
]
)
)
J
)
LakeHouse Query Acceleration }
—
J
)
)
)
il
)
J

J
loT ] Stream Processing

1: Apache Doris BUfE 1A=

Apache Doris FZENATFLATiZR:

- KRR :
- KEHRRE SRR : ARWASSRREIHERNRRIUERE, ZFHEMNCRERISERR
BN,

- REANRENT: BRUSELREINES, FRIRUEBAETRENEH W EESTHEFEER (Ad
Hoc), BBIAPESE#BEFRERIEER,

- BP1TAEEGS: fMAFS5. BfF. BUFITH, SHABRRMABEESERD N
1=,

- HEERMR: BEEMHERS|I ZEINEHRCHIENER,
- BRI ZH/ESMBURRNBRBER, SR EREENS.
- SRR SESNBIERMERIRNLIEREN, RESHLRNRTENEZRIUSFENR,

- FEMCBIES

- BESSESS: WHoHRRETHHESHMEGEUEHITIN St E N, FBENEALRIBEFML
P_'.Eﬁbo



1.1.3 EE{KEEH

Apache Doris S FH MysQL X, SERE MysqQLiBIE, IR sQL, FAFRILAEE X & F ik T B i510] Apache
Doris, 255 Bl TET4E%ER., TEEBE Apache Doris BY, BJUARIBREHIMES I SERERFE —KZE2MEL
FEIBEEEM,

1131 FE—1R3EM
Apache Doris TFE — A ZEMFE B B ST 4P, TESUATHMERIAHIE:

« Frontend (FE): FEH
T:E:T
=D

WREWAFBER ERBANMAL, THEEEULTRERE,

+ Backend (BE): EBRNRVIWEFMMERITXIFINIT, BIBESWIISIMEIES K (shard), FEBEHEUS

Bl A7 N7 fE,

MySQL Tools
( MySQL Networking Protocol )

A

4

Frontend Frontend Frontend
( Leader, JAVA ) ( Follower, JAVA ) ( Observer, JAVA )

A

v v v

‘ Backend Backend Backend ’

(C++) (C++) (C++)

1 ]

2: MPP # B FE B AR ZE M TN AR YT =

FELEFIMER, FIUEES N e TRAMSERBRENR, B8 e TREIEFTENTRIERIE. ETRS
AUTFT =Mt

j=2) =] Th&E

Master FE Master T AR TTIBIVIEES, ZH Master TRETHBEAETE G, KB 8DBJE MXEID
Follower B¥, Observer T3 5o

Follower Follower s AT IZENTTENIE, 3 Master T g EHIFERT, BJLLEEN— Follower T3 52 fE A HTHY
Master T3 faio

Observer  Observer T RIARIRETHIE, TEBMRIEMEFHNEBFLEES], Observer MRS EER
AUk EITFE,




Doris Compute Storage

FE FE
Metadata
Meta Meta
Layer
Disk Disk
Compute Group A
Compute BE BE BE
Layer
Cache Cache Cache
Storage
. S3 / 0SS / Azure / C
Layer

3 FEOBEFEMMZATER

1.1.4 Apache Doris BIFZ DM

- &P Apache Doris FITTEIBFIEUEIIR B S BIAZ(E, FHET Quorum MY BT HIEAE, HAKS
BEIXTEREANG, BHARBIESAMD, NMBEREELBDSEENE, SEDEARRFTRAMN,
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Apache Doris Z ¥R R K, EMSLIIWNEHTEZEN, HPEITRLRERERN, £ oJUBD
[REWMET R, BRfERRRERI] RN,

- =3B Apache Doris EEFRE MysQL MY, ZHRE sQLiBE, R4 KERS MysqQL F Hive BREL, BT
XHEEREE, BPoULETBMEMIEIMNEBF TR, Apache Doris 235 MysqQL &7, BFBEILA
Bt MysqQL B Fim L E& ¥ poris, {EFRIEFEIFENERE, BT, BJLAER mysqL XY B kT T
BEHIEFHTREFTRRIER, MEREIESNANBUIEEETIIEFRINSREFIATE H,

« SERERE: ETF Apache Doris 8] AR FESEAT B C EEARSS. Apache Doris I it TRV REIBANERES], Lk
EARBRYESEPRIEE T E 0] AR LIHETLE] Doris 1, HKFEMEL5IZE. MPP Z2M) % Pipeline H11T5|ZE
EIRFER, TUREITIMRHEEREGESN, NMWESHEE. RIEEMNINBEIES,

« M€ —1K: Apache Doris B LAE-FIMNEPEUIBIR ( GNEUEA K REVEUIREE ) MBI —1R52%, MM
REIBERIERTIIB CE 2 B L EEMI B RRsEEIE, FBENEFEENBRUECENEIRE
AREGEHPREEE DRI, RBiY7E5 R BEERNEIESIEE 1 RIBASURRINE.

- RIGENR: Apache Doris IRt SHIEIES N, WEREL, MERSIRE, ER/ERRIE, RS AN,
B]BAIBIT Flink, Spark Fit & 5| ZEBURITEMERS AR Doris B, ] UEHIEEES AR Doris A,
BT E, A E S SEE B RRBEEHNHITEUIRRRIEIRGE,

115 A=

Doris IRt T SV sQL O, HEERE mysqL thil, HEIWS|IZET vee ( KAEHITRIE ) 234, #8655
SRAITERNSHER, AXWEEENIRER, BIINANFERANRIEETRESES, BEEMAML
TERMEEEMNFMEESELL,

1.1.5.1 {EREQ

Apache Doris SRl MysQL X, SEFRE MysQLiBiE, HRE sQL, AP RILUEIT & EE Fin T iAo Apache
Doris, H 255 81 TE L4 ER, Apache Doris HElZ 5SS M ERA BIF=6, BIE Smartbi, DataFase, FineBI,
Tableau, Power BI, Apache Superset &, HE 15 MysqQL ¥ AY BI TE, Apache Doris Fi 7] LAYE IR RIR L B iR
=¥,

1.1.5.2 T#{iE5|E&

TET7fESIZET3ME, Apache Doris RAAFITNTFE, RHIBITHUIRRIMmID, E4EAIREY, eSS HIE4ELE,
BRI KEIFEXEIENEE, NMmERHA A 0 cPu FiR,

Apache Doris B2 ¥ S MERS| 454, LR SRRV
+ Sorted Compound Key Index: ExZA]UIEE =/ MIEME SHEF#, BIT1ZR5|, EBERHITHERE,
MMEiF L e HANIRKR=R,
+ Min/Max Index: BROTIEHBELEMEFEINCEEI,
« BloomFilter Index: WEHEHIMNEFETLEHTIEEETR.

« Inverted Index: BEMEYMERFERSLIPIHRIRIEE,



TEFERRELTITE, Apache Doris 23 2 MTFEREY, HHITARRERVIARM TSI HEAIMAL:

- BAZHIREY ( Duplicate Key Model ): i&FA 5 L RAVBBLAEUIRTFHE,
« EHIRA (Unique Key Model ):  {RIE key HIME—HE, HB[E] key ISR SRTES, MMSIRITHR AN EHEE H,
- REIRE! (Aggregate Key Model ):  18[E] key B9 value TS EH, BT RFIRE KIBIRFIEEE,

Apache Doris 1323558 — AV B RV M BN F ZRIFNZ RVEME, RRVCOEERZERERIFTFLE

P, TEAPFMERE, SKRCMERIAMEENISEEAMIERESERIINVEE TREENRIF, MK RiE
BIRNE T,

1.1.53 BiE5|E

Apache Doris SRFARMIEFITAIE (mrp) 228, THRHTREFTERFITHT, UMERSNMNRERHNDHER
Shuffle Join, MM FIBN IS ZLE i,

| A

1. Query 5. Return results

v |

Frontend

Query Planner

Query Coordinator

| A

2. Send fragment 4. Results

Backend Backend Backend
Query Executor Query Executor Query Executor
= <>
Fragment Fragment Fragment Fragment Fragment Fragment
1-1 2-2 3-1 2-1 1-2 1-3

T 3. Fully MPP distributed T

Bl 4 Eins|E

Doris BiRS|ZEREENSIZE, FIEABEEMIRIRNFE, TEZRLVERNAR, REEEGHER, HE
WA sIMDIES, ERRRSIISET, HEREEEL5IZH 51015,

20



Scan
Input Batch —»|
Operator
Scan
Record Batch —>»
Operator

Next
>
Tuple
Next
>
Vectors with

N Records

Filter

Operator

Filter

Operator

5: Doris B3| ER A&

Operator

Next N
< = Aggregation
] Operator
Tuple
Next .
< Aggregation

Vectors with
N Records

Doris RAABEMEBMIT ( Adaptive Query Execution ) FAR, RIFBITRATHEENSEBNITIHL, B, &
WEITRNTIE (Runtime Filter ) 2K, BIAFEZITATERUTIR B FHIFELHEE R Probe i, FHEINFITIRBEFE
2! Probe ImBR K /ERY Scan TI, MMAMRELL Probe InAIENIEE, DNIE Join MEEE, Doris BIIETTRTIT IR 28 2 HF

In/Min/Max/Bloom Filter,

DataSink

T

AggNode

JoinNode

ScanNode A } ExchangeNode

T

Pipeline-3

DataStreamSinkOperator

AggSourceOperator

1l

Pipeline-1

AggSinkOperator

HashJoinProbeOperator

ScanOperator

Pipeline-0 u

HashJoinSinkOpera
tor
ExchangeOperator

i

6: pip_exec_3

Doris £/ Pipeline ATTSIZE, HERDBASNFESHITRIT, ZATAS% cPUBIEET], RIFEITFRE
ERLIZBRMBREIZRAK O], Pipeline RITSIZRLVBURENAAE, MAHFHREIRE, NMEZR

SEROREIE =N

21



EfIL 285 E, Doris EFI cBO. RBO # HBO HHLESRIML(LERAZ, RBO ZHFEE
i1k, cBO #% join Reorder FL1Y, HBO BEBETHEEWEEHEERMNITITR. SMILIBFEMR Doris

BEBE S LB RPN HM M FIE R,
1.2 FARITEE
2 {ERiEE

21 RREE

211 ERERIES

2100 HBEHIMERE

28 Doris B, FBEIWUEMAIMREHEITUTIRE:
- BRHIMEIRE
- RBB|RWEE
- BEZETE

- Java MBI E

21110 BBEIMERSE
ERBE BN ETR, EXATEEGREHITINE:

e FERESHIBETHES

MEIN BINERE

CPU XA EELE,
AE BiNEL cPuafE,
12t WETE ssD FR AL,
XHRG ext4 B¥ xfs XF R4,
. 10GbE £,
CPUtEE

Y%K Doris BY, BEUGERESF A IESEMNEE, URIA avxe BB ELEENSIME R R EILINE,

BTN T RS, BRHER, RETHELH v BYE

cat /proc/cpuinfo | grep avx2

MRV BAZIF A2 F5SE, FIBAEA no Avx2 B9 Doris 2 BLHITERE,

REFRE

Doris ;2 B SBHIRIATFIRE, —ARELEFIMER, ATUMRIEN FTRIGERRTFAN:

22




B WEREKRE

FE ZBiINEV 166B LA E,
BE BINAEFEZEL R cPuZEIm 43 (180, 16 A EEELEE 646 NTF ). TENTER CPU XL 8 BT, BRI T IFHIMHRE

FERE
Doris SZFHFBURTFAETE ssD.  HOD BN RTFAEH,
FEUTLAMA R P EINER ss 1F R EETFIE:

- RIBRBIEETHEALRREDR
- RIRBIREE THSMBURE AR

NERFZRE
Doris #ETE{EFE EXT4 5%, XFs SXIF 2R % :

- XA X R % BERFIREN. MR (Le),
- XFS X RGE: EREXMERENSHASRIFNRIAMNE, Ea55HENA,

Im}

sy ivs

Doris T B FED REIES FFIFITAIE, JREFENBRIRAH. 7 THRARIEEMIL Doris HEREFFEEM
FHRFH, BIENERERERIIEME (10 Gigabit Ethernet, Bl 10GbE ) SEERMLE, MRESRM
*, BIERABBREHTVESRMTHER —RM £, REMEBHTEE. RS GG,

21112 RBEBEENLEE
Doris Z$FIB{THNIERE7E x86-64 ZRMHIPARSZ 28 F B 2k ARMe4 ZEHIAVARSS 28 L.

- FF &R RMRIME
FREMAIMEHETBUREERE re 5 Be 3561, BEN TN :

- BUEMARIMEREICAE— SRS LIRS EE — 1 re 5 BE, BEREINEBES 4 Fe 5 BE 3K

- IRFE AR, EVFE 3 RS EME— 8e 3K,

AR53 2R AAS NG T

FREIR CPU RE Ay Y £& SLHHE (FIEREK)
Frontend 84 + 8 GB+ SSD B SATA, 10 GB+ 1GbE/10GbE £ 1
Backend 8 1% + 16 GB+ SSD B, SATA, 50 GB+ 1GbE/10GbE P& 1

23



. EFEERIE

EFMEHRRIN FE 5 BE SKARIIERE, BT AN :

- NRMMBERFELE WK, 18 re 5 eeBEE—BRSZE L, BiXre S Be FIBRMERRIER;
- BET R AL E SIRERTFE, 7£— e LI E4FE 23R HoD 3% SsD &2,

ARS3 2R AAR NG T -

&R CPU AF gy W £& LHFE (FRIEEK)
Frontend 16 1% + 64 GB+ SSD, 100GB+ 10GbE P& 1
Backend 16 §% + 64 GB+ SSD B SATA, 100GB+ 10GbE P& 3

21113 BEEZTEITTE

£ Doris S£8FHR, rE EEATURURETFE, BUIETTIIE editlog #l image, BE MUMARZBEZATFHMEIE,
ZRBEASFEXRITE,

Hix Wi == 8] AR
FE FRINFNES 100GB LA ERITEfiE=S (8], {FH ssp FEEE,
BE Doris %Jhk L4 R A NHITENE, E4GEE03-05 AR EE B EERBAKIEE *3 (38l

&) HEESIE L 40% ZEFERA compaction LA B SRR TE A%

21114 Java IMERRE

Doris BYFT & SEFZERKES Java,

c E21(8) REKZA], B javas, HFRA: jdk-8u352 ZEHRA,
« N30 (&) RAEZE, BEMava17, HEFRA: jdk-17.0.10 Z/FHRAE,

2112 EEEEIX

2.1.1.2.1 ZEMIERKI
TEERE Doris BY, IR S EREE KR EFEENBLRM:
FEK BE—AEMIERE, MELE, TRESHEINEZEFMELE, EETLNTEMMEN
Vaamnl sigs;

- FENE: BEOBEMKHMTHETME, SMTHERRMEMLHSE, ESFENSHBEHERR
Bl 5317,

24



2.1.1.2.2 EwOMK

Doris BB ANSLFIEE WL HITERE, HEESITEENZIMRERHLA T RO, EBAF MEESEFRIMERTT
A %E Doris AR B E

SKIE=Y i W E=g KiAmO BEAD 15%ER

BE be_port 9060 FE -> BE BE L Thrift Server Bim [, FATFIEUKE Fe BIIEK

BE webserver_port 8040 BE <-> BE BE _ERY HTTP Server i [

BE heartbeat_service_port 9050 FE -> BE BE LAYDVEERRSS RO (Thrift ), FIFIEUSRE rE B90BE
BE brpc_port 8060 FE<->BE, BE<>BE  BE LRJBRPCi%[], AT BE Z[EIHVE(S

FE http_port 8030 FE <->FE, Client<->FE FE LR HTTP Server I

FE rpc_port 9020 BE ->FE, FE<->FE FE LRI Thrift Server i, B4 FEREBEZRRIF—H
FE query_port 9030 Client <-> FE FE LAY MySQL Server iwma

FE edit_log_port 9010 FE <-> FE FE LM bdbje BIS KO

21123 TRBENX

FETRBE

FETREZNZAFBERIEA. ERBMAL THREEERTREEFIE
WFEFEE, —MRBNHEBZEL 3N TR FE USKISEATAME, ETRSAUTEMAE:

* Follower 75 : SEIREIEIE, H Master TRBHE, S1EFE—N0] B Follower T 52 % A FTHY Master,
+ Observer 752 XM Leader T RE T TR, 2 51E2, sJRETHEEY BLARATHIENIZRSEEN.
BEERLT, BINEEEZEL 3 M Follower T, EEHE£MIZ=R, BJLUEITIEN Observer TR EEFRIES
ERINERL
BE TmHE

BE TRARBBIEFMEUE, EEFIMER, hTRENIRENEE Y, BESERA 3 BIRFMHERIE,
ELEEINEBEZEL 34 BE TR,

BE TRXFFHEY E, BTN e TRIKE, FTUBKREAE MMM AL LIERE

2113 BERZNE

FEERE Doris B, BENUUTRIERATAITRE:

- BRRXA swap DX

- BIRARR X AERAT

- IBRARERBAMEIUATF X

- AR cPu NMERZ BRI

- RRMBERGHN BN EE kR

25



- BRFR poris 18X im O #7318 2k K (7] R 48R N B
- IRIRAR R BB AT X %L

- TREBRE AN BERLR NP RS

211310 KM swap HX

TEEBE Doris B, FBINKMA swap B X, swap B X EBRZAMAFEKE, SRIBEHSHERRBIGERD AFHIE
BNRERERN swap 77X, HTFAXKREAERD TRENBERITRH, 23 Doris MEEEISMIER AR, FTEARIY
XA,

B AT a2 el AR & K A XA,

Bt %, TIRVIEEBINES, swap ERIRITH,

swapoff -a

KAKA, EA Linuxroot IKF, JFFEIF /etc/fstab R swap X, EBEREBEIFIHIERXF swap 7 X,

#### <file system> <dir> <type> <options> <dump> <pass>
tmpfs /tmp tmpfs nodev,nosuid 0 0
/dev/sda1 / ext4 defaults,noatime 0 1

##t## /dev/sda2 none swap defaults 0 0
/dev/sda3 /home ext4 defaults,noatime 0 2

21132 KHRGIBEAKRN

ESNHRERMNIZRT, BINKARIERZIERARDT (Transparent Huge Pages, THP ), 5 ELHrRAVMEBEIR TN
FRTEE O, #{R Doris RENZ R E S {E R AT,

{EFAA T a5 < lmBY X A EBR AT :

echo madvise > /sys/kernel/mm/transparent_hugepage/enabled

echo madvise > /sys/kernel/mm/transparent_hugepage/defrag

MRBEAXKAKRMAEZERAT, PJMERUTHS, BT RBENERFEN:

cat >> /etc/rc.d/rc.local << EOF
echo madvise > /sys/kernel/mm/transparent_hugepage/enabled
echo madvise > /sys/kernel/mm/transparent_hugepage/defrag
EOF

chmod +x /etc/rc.d/rc.local

21133 EINENRAEXE

AT IRIE Doris B R WBRINFIRET XIFRAIBXRENIE, FE2ER WA (EIMAEFXS ), NREEERBEHIN
FRRET XI5, Doris 7EBENEIEITETRIBERIBR! Too many open files SLIE{URIFEIR.

BT AR a5 SR BAK R IECR BRI TF X1 ZE 2D J9 2000000, FFIZENAERL:

26




cat >> /etc/sysctl.conf << EOF
vm.max_map_count = 2000000
EOF

#it## Take effect immediately
sysctl -p

21134 EH cpu BHEARD

1EZFE Doris BRI 1€ < 7] cPUu B9 & EE*E;T:E, BATR 4R Doris ES A EH AR IR ENS Iiﬁb, BT cpu SRR
SXREVEREEDN, M IERFI RSN, &S Doris WFISEMHMBEHE, NREHY cPu RN3ZHF Scaling Governor,
B] LABKT LEINAC &,

BT A T AR LRI BAKX ] cPu HHET:

echo 'performance' | sudo tee /sys/devices/system/cpu/cpu*/cpufreq/scaling_governor

21135 MK EERHNBINEEINERE

FEERE Doris B, TEWRHRIE 0P EIZHVR B MECRINAT , &R, IABHLE Doris ERB R
HERR T HAENRE, BRERRKN R, \TRA R AT,

BE AT e LRI UK AIRERFAENEE NS, AIMEN:

cat >> /etc/sysctl.conf << EOF
net.ipv4.tcp_abort_on_overflow=1
EOF

#### Take effect immediately
sysctl -p

21136 MxifmO#miE

MREMImORE, AJARERAANE, WARSRAVPMEER. WREMAXEEN, FJMRIELE
B9 Doris & 4R L 4T FHHE N B9 3w i@ 1=,

sudo systemctl stop firewalld.service

sudo systemctl disable firewalld.service

21137 EMREHRAFEIHE
Doris A FXMIAEB XA REERLIE, FMURERRAEFIT G BIIRGIES,
BIE U TSPl MAREAXETRE. TR, SEERREUENEE:

vi /etc/security/limits.conf
* soft nofile 1000000
* hard nofile 1000000

27




21138 ERHEE NTP RS

Doris B TTEUR KT [BIFE R B/ VT s000ms, FRCAPTESEMAENRERITIWEY, BRE NS L
WITBREA—BEBRRSLRFE.

BEERT, TNEIEE v BB RIS TSN RS,

sudo systemctl start_ntpd.service

sudo systemctl enable_ntpd.service

212 FHHEPEEE

2121 FINEEBEEE —REE
EXMEIERERMXE, MIMMERE., RERKEKRE, S8, TUFRIPESEFE—(REE,
FE—AEEEMIT, HEFE—REES LS :

MySQL Tools
( MySQL Networking Protocol )

A

\ 4

‘ Frontend

Frontend Frontend
( Leader, JAVA )

( Follower, JAVA ) ( Observer, JAVA )
A

v v v

‘ Backend Backend Backend ’

(C++) (C++) (C++)

I $

B 7. FE— R

1. ZBZE FE Master P : PEE—NFE D EVEH Master T ;
2. BRE re 5EE%: EBE re 558F, AN Follower X Observer FE T35
3. ERE BE T A FE EEEAEM BE TN

4 BUPEREFIEMAME: BB TG ERARIEERERML,

TEFFIaERERIFRT, RTLAT 23S NAY Doris ARAS,

28


https://doris.apache.org/download

21211 1% EBE FE Master T
1. SIBITTEIBRE 1R

EERE Fe Y, BINS B TRAEEFMEERNENES L,

ERERREN, RINHE dorismeta B3R, BINAHTHRFLIBMMIIBR, HRHEPERETIZIAR doris-
— meta B3R, EFFIMENERBIMAY sso R, NRUVGFEE Doris TRE R FARFMIAIFF AT LA
REVAECE.

## Use a separate disk for FE metadata

mkdir -p <doris_meta_created>

## Create FE metadata directory symlink

1n -s <doris_meta_created> <doris_meta_original>

2. (B FE BRE

FE BB E X 1E FE BB REIZ T Y conf HRAF, B FE P RBIBEIEDX conf/fe.conf,

EEE FE TRZAI, BIAEUTEE:

## modify Java Heap

JAVA_OPTS="-Xmx16384m -XX:+UseMembar -XX:SurvivorRatio=8 -XX:MaxTenuringThreshold=7 -XX:+
< PrintGCDateStamps -XX:+PrintGCDetails -XX:+UseConcMarkSweepGC -XX:+UseParNewGC -XX:+
< CMSClassUnloadingEnabled -XX:-CMSParallelRemarkEnabled -XX:
< CMSInitiatingOccupancyFraction=80 -XX:SoftRefLRUPolicyMSPerMB=0 -Xloggc:$DORIS_HOME/
— log/fe.gc.log.$DATE"

## modify case sensitivity

lower_case_table_names = 1

## modify network CIDR
priority_networks = 10.1.3.0/24

## modify Java Home
JAVA_HOME = <your-java-home-path>

SRERINT, ESFARETESEr LA

| S| BRI | | | | | JAVA_OPTS
| IEESEL -xmx UFEE Java Heap, EF=IMEEEIN 16G LA L, | | lower_case_table_names | IREA/NE B, ZBiA
B 1, MARNEREUH, | | priority_networks | L& CIDR, BBEMLE 1p HIHHIEE, 7£ FQDN IMER B2, |
| JAVA_HOME | #21¥ Doris SEFRIMIT FIRIE R LR oK IMR, |

3. 2ol FE#TE

29




BT AT s S RIBAS 5] FE A2

bin/start_fe.sh --daemon

FEERRRER AR, BEEIMRTFE log/ BR, MRBHMKM, FlELTESE log/fe.log B log/fe.out X
#F?W(Hl 1*1I:|II_:\D

4. & rE BIIRE

BT MysQL F P imiE R Doris S28%, ¥IIRLAF A root, RIABB AT

mysql -uroot -P<fe_query_port> -h<fe_ip_address>

BE1EZ Doris EBEfS, PJLAEIT show frontends G5 EE FERIAE, EEEMIAATILIN

.« Alive JJ true RARTEEFE;
« Join A true /RN T RIOARIERH, BERKRYIECESEEERN (FJeEEKEE);

« IsMaster JJ true ZR7R = Bl T 52 9 Master T3 R,
21212 S2¥: EE e KR (FIE)
EFFMRERINEVERE 3N TR, ESBEB FEMaster TR, FTEBIBER A FE Follower T,
1. BIRTAIEE R
SEEBE FE Master TR, BIE doris-meta B3R
2. {&28 FE Follower T3 mECE XX {4
SEEE FE Master TR, 1EIX FE Follower TRECE X, BEEAT, FTLAERES B Fe Master TV RRIECE X4,
3. ¥E Doris SEEEFRIEMHTAY FE Follower T3 52

RN FE T RAT, FBEICE re EEEHUEMIN e T,

## connect a alive FE node

mysql -uroot -P<fe_query_port> -h<fe_ip_address>

## registe a new FE follower node
ALTER SYSTEM ADD FOLLOWER "<fe_ip_address>:<fe_edit_log_port>"

UNERERNN observer 752, BJLA{EEFS ADD OBSERVER fR

## register a new FE observer node
ALTER SYSTEM ADD OBSERVER "<fe_ip_address>:<fe_edit_log_port>"
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ER - FE Follower ( BHE Master ) TWRAVRIBREIAZTE, EiXEE 3 MEAMSFIAEZER,

- YreEFESOTAEBER (14 Master, 2 4 Follower ), FRA1ZEIGE TN Observer FE 3™
& FE BOIARSZBEN

4. J2E)] FE Follower T 58

BT LATa5%, ®ILAEEN FE Follower TR, FBEIES TTHIE.

bin/start_fe.sh --helper <helper_fe_ip>:<fe_edit_log_port> --daemon

HA, helper_fe_ip i& FE SEBFME A TE BT S M0 1P Hidl, --helper BHNEE—XEMFENEE, 2RERT

THEE.
5. FIBT Follower 155U

5 Fe Master T SRS EIRTAE[E y 70 Follower P25 , BJ181d show frontends E‘E%EE%ﬁJk,ﬁ, IsMaster ¥
3] false,

21213 3P PEBET R
1. SIEBUER R

BE EFEN A F BRI E ST7ME. £UHEE RENIARLTE be/storage T EF-INRIEEIE e BUES 8e BN
DATFREERRIER £, Be ZTH/BIENHES 2 LB IFHIF B S REZN /0 82T,

## Create a BE data storage directory on each data disk

mkdir -p <be_storage_root_path>

2. (8o BE BBE N

BE FIEC & A4 7E BE ZRE IR1Z T HY conf B3RP, /B0 BE T RBIBEEIX conf/be. cont,

## modify storage path for BE node

storage_root_path=/home/disk1/doris,medium:HDD; /home/disk2/doris,medium:SSD

## modify network CIDR

priority_networks = 10.1.3.0/24

## modify Java Home in be/conf/be.conf

JAVA_HOME = <your-java-home-path>
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SWERINT:
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E5 B O3RN

M%& cior, EEMLE 1P iUHETE., 7E FQDN PR ] LA ZRE,
IBESE -Xmx (A%E Java Heap, EFFIFEIN 26 A L,

$21Y Doris fEFIMIT FRIE R 4R joK IFIE,

W

priority_networks
JAVA_OPTS
JAVA_HOME

3. E Doris ':F'/Iﬂﬂ BE _'ﬁ,ﬁ\

E/E8) BE WA, FELE e EHFERZTR:

## connect a alive FE node

mysql -uroot -P<fe_query_port> -h<fe_ip_address>

## registe BE node
ALTER SYSTEM ADD BACKEND "<be_ip_address>:<be_heartbeat_service_port>"

4. 2E) BE #HFE

BT LA s S PIBA/S 5] BE itz

bin/start_be.sh --daemon

BEHIZTEE B BN, HEMIAMREFRE log/ BR, MNRBoNEM, BEIE log/be.log BX log/be.out XHFLAFK

HHRR1ER.
5. &8 BE BIIIRES

% ¥ Doris 28#/5, PIIEIT show backends An L EE BE 11 RATIRT,

## connect a alive FE node
mysql -uroot -P<fe_query_port> -h<fe_ip_address>

## check BE node status

show backends;

BEBATEEIZATLIUAZ:

. Alive JJ true RIRTB1FE

» TabletNum RRIZTREMSTHBE, FMANTRIBEITRIEIIE, TabletNum ZFHEE T F13,

21214 Fath: WITEEITHAM
1. BERBUEE
s8R MysQL & iR & 3Kk Doris 5£E%,
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## connect a alive fe node

mysql -uroot -P<fe_query_port> -h<fe_ip_address>

L3

2. 188 Doris TERER

1T show frontends 5 show backends BJLABEEBHIEESLAIKEE.

-- check fe status

show frontends “\G°

-- check be status

show backends “\G®

i
P

4. {&28 Doris S B Z5HY

.

BIZ poris LR, RASBMEIE—IB R root WAF, HEHINREHZRLAZ, ATR

EEECIREIERN root AFIRE—NTER,

=

e, B

-- check the current user

select user();

-- modify the password for current user
SET PASSWORD = PASSWORD( 'doris_new_passwd');

A

5. BIEMNA RABALIE
THIESEEMIEMMYE, PJUERCIZNEFTLIZ—MIIAR, FEAMIKE.

-- create a test database

create database testdb;

-- create a test table
CREATE TABLE testdb.table_hash

(

k1 TINYINT,

k2 DECIMAL(10, 2) DEFAULT "10.5",

k3 VARCHAR(10) COMMENT "string column",

k4 INT NOT NULL DEFAULT "1" COMMENT "int column"
)

COMMENT "my first table"
DISTRIBUTED BY HASH(k1) BUCKETS 32;
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Doris F8ZE MysQL tHiX, BILA{EF INSERT IBAIIARALUE,

-- insert data
INSERT INTO testdb.table_hash VALUES
(1, 10.1, "AAA', 10),

(2, 10.2, 'BBB', 20),
(3, 10.3, 'ccc', 30),
(4, 10.4, 'DDD', 40),
(5, 10.5, "EEE', 50);

-- check the data
SELECT * from testdb.table_hash;

+---- R F-m——— B +
| k1 | k2 | k3 | k4 |
R —— o - FR R +
| 3 ]10.30 | CCC | 30 |
| 4] 10.40 | DDD | 40 |
| 5| 10.50 | EEE | 50 |
| 11 10.10 | AAA | 10 |
| 2| 10.20 | BBB | 20 |
Foe——— Fem e B R +

2122 FREGESEEE

FEMAIERERME, MIMRERE,

iE .
w

. & FoundationDB EE8%: T LM{FFHAE BB FoundationDB EEE¥, TN FT%E FoundationDB EEE%;

ZBE s3 8 HOFs ARSS : FINERACBMHZFME, SIELZTFAME;
ZRE Meta Service: J7 Doris SRBFERE Meta Service AR S5 ;
ERELIEEINGHATZ: 9 Doris SERHRI ERE RIEOULATE, FIIEIRIF;
JE2)) FE Master T 3: [EENEE— N FE T RAF 0 Master FE TIm;

B3 FE Master 528%: 7NN FE Follower/Observer T3 sa4ARY, FE 558%;

N0 BE R [EEBFRINAEM 8e T,

0 Storage Vault: fEFAHZ &I — N3 Z 4 Storage Vault,

FEFFIRERZIRIERT, RICAF 4B NAY Doris MR AR,

35
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https://doris.apache.org/download

2.1.2.2.1 5 1$: /S FoundationDB

ATRMTHIAE fdo_vars.sh Fl fdb_ctl.sh BBE. ZBEFZ5N FoB ( FoundationdB ) ARBHID T HERI, WATLA
T &k doris tools FEM fdo B FEIKEY fdb_vars.sh F fdb_ctl.sh,

Doris BRIAKHEIEY FOB FRA D 7.1.x RRFI, BEEIRAILR OB, BMIAEIREETF 7.1x &%, &
| Meta Service 4§ /BTN M,

1. MIEEEK

BE, ZOEE=AMRE sso VS RAMBENEIR, BYIEFESZH FoundationDB &8, IR MR/ F
AR, BEVIZEHEEIEE roundationDB,

2. BBE& fdb_vars.sh fIA&

EECE fdb_vars.sh BIARR, HIAIEENTERE:

S8 iR KA ANl EEEM
DATA DIRS 387E BLESPEHEY  /mnt/foundationdb/datal,/mnt/foundaidrefilas@e iR B i@ @ihdb/data3
FoundationDB 7% LEITER1ZTIFR 2, BrREREeIE, &£~
IR B =& MBEEIE R sso FIMN B
x®
FDB_CLUSTERZBS 52 8% 1P FRHE (BGE 172.200.0.2,172.200.0.3,172.200.0.4 “EFFERFLNE 3N 1P i
SRR P b, F—A1p thHERIED
ok ) BEE - hSeT M, BHES
MEEAREVIEE L
FDB_HOME EX #ITERIZ /fdbhome ZRIAE&12 7 sfdbhome, TR
FoundationDB ¥ LtEERIZ B LB ITRR1Z
B3R
FDB_CLUSTERZDX EE&¥ ID FiE SAQESzbh BAEEN D WAME—, 7]
{85 B mktemp -u XXXXXXXX ZE Y,
FDB_CLUSTERZERYCFDB £ 8% FreR dorisfdb BINEANEBERTE XN
FyFEAR AE

ATBERIEEUN TEHENXKE

£
S iR il AN EEEIN
MEMORY_LIMIT_GBRE . FDB HIZHIATZIRSI, Z MEMORY_LIMIT_GB=1#E #& 7] F§ N 732/ F0 FoB HFZAVE R
==X (vl £ TAEIE
CPU_CORES_LIMIT XE X FDB #1209 cPU #il = CPU_CORES_LIMIT=8 1RIER] FARY cPu LB EF0 FoB $EFE
PRl £ MERIZEIE
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http://apache-doris-releases.oss-accelerate.aliyuncs.com/apache-doris-3.0.2-tools.tar.gz

W
o<
B
5
=

A EEREM

3. 52 rpB £

f£F3 fdb_vars.sh EEEIMERE, LrJUES N T = LR fdb_ctl.sh BIAERE FoB 553%,

./fdb_ctl.sh deploy

4. BB RS

FoB EBFEPE AT, EETLAER fdb_ctl.sh BIAEE) roB AR,

./fdb_ctl.sh start

A LEa< /25 FoB BRSS, EHEEF LIFHIRE roB EEHERTFNH, BLEJURATEE Vetaservice,

SETE fdb_ctl.sh BIASERE) clean S RIEIRFT fdb TTRIEES, THSKBMEBEL, FREE
FEIRERR(EA |

21222 25 TE 3T HDFS BRS (FIiE)

Doris FITF B BARIVMRE T 53 2 HoFs ARSZSRIFMEENIE, MRIECEBEMEXMS, ERERIR., WFREH,
AR M minio BB R AR ERIZ :

1. 7£ Minlo B N EHTTENEFE SEIRAUIRIER S, T EITRAY Server BAK Client B Zi#Hl B3 LR B,
2. E‘.Z}] MinIO Server

export MINIO_REGION_NAME=us-east-1
export MINIO_ROOT_USER=minio # TEFRZHRAAH, 1ZECE ) MINIO_ACCESS KEY=minio
export MINIO_ROOT_PASSWORD=minioadmin # 7EZRERRANA, ZECEJ9 MINIO_SECRET_KEY=minioadmin

nohup ./minio server /mnt/data 2>&1 &

3. B2 & MinlIO Client

# NRIFMEANRZRELRNE R, MLAEFIREA ncli, BEE FHEFR _HHIE, MEZR nc
./mc config host add myminio http://127.0.0.1:9000 minio minioadmin

4. BIE—MF
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https://min.io/download?license=agpl&platform=linux

./mc mb myminio/doris

5. BUERBIEHTIF

# HE—IXH
./mc mv test_file myminio/doris
# BEXIMNH

./mc ls myminio/doris

2.1.2.23 S 345 : Meta Service BRE
1. &
7E . /conf/doris_cloud.conf R, FEEZEMUTRERNISEH:
* brpc_listen_port: Meta Service FIEEATIRO, EXIAJ 5000,
« fdb_cluster: FoundationDB SEE¥RYEIZ(E R, 28 FoundationDB BY B] LAFKEY, ( WNER{EF Dporis 12 L HY
fdb_ctl.sh BRZRIIE, BITE $FDB_HOME/conf/fdb.cluster B IREVZIE ),

RPIECE

brpc_listen_port = 5000
fdb_cluster = xxx:yyy@127.0.0.1:4500

EE: fdb_cluster BJ{EMN 5 FoundationDB ZRZE A28 _EAY /etc/foundationdb/fdb.cluster XFARAE— (40
ER{EH Doris IR fdb_ctl.sh ZREMYIE, BITE $FDB_HOME/conf/fdb.cluster {4 BIXENIZIE ),

T, XHEMRE—1TEREIEZ doris_cloud.conf BB fdb_cluster FERHY1E :

cat /etc/foundationdb/fdb.cluster

DO NOT EDIT!
This file is auto-generated, it is not to be edited by hand.
cloud_ssb:A83c8Y1S3ZbqHLL4P4HHNTTWOA83CuHj@127.0.0.1:4500

2. BaISRIE

ERE, TEWMRTIERIZE JAVA_HOME MBS, 5[ opendk 17, FHA ns B R,
BosmdilT:

export JAVA_HOME=${path_to_jdk_17}

bin/start.sh --daemon
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BEoIZAIREE RN o RIRBENMII, BNEENEM. B INRRRER LSRR —1TXAER A “doris_cloud

start successfully” ,

BLEam<T:

bin/stop.sh

EFFIMERBRERZEL S 3/ Meta Service T7 /3,

21224 Fa¥: BUELDUNTHEEMIIERE ( 71k )
::info 15,%

Meta Service RE B & T STAIREEMEIWTINGE, XMATIEERT AIRIIERE, MRFEMIIFELIEEINEE,
ASEUTTIR,

1. BIBFTEER (W recycler ), FEHIns BRABIFEZR:

cp -r ms recycler

2. EFERIVECE X IELX BrRPC M5MT R brpc_listen_port # fdb_cluster BY{E,
BN EIE EIURINRE

export JAVA_HOME=${path_to_jdk_17}
bin/start.sh --recycler --daemon

BaX TR IREINRE

export JAVA_HOME=${path_to_jdk_17}
bin/start.sh --meta-service --daemon

22 5% J3EFEMaster T
1. B2 & fe.conf 14
7 fe.conf XM, EEREUTERER:

* deploy_mode
- ¥k 3B doris BENER
- 1830: doud RRFENBEER, HEFE—HFER
- ~l: cloud
* cluster_id
- iR FEIBEMTEHNEIRAR, NERSERFYINIZENERY custer_id,
- 1B int R
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- Rfl: BTLAERYNT shell BIAS echo $(($((RANDOM << 15))| $RANDOM)) &K — N
M id A,
- R ARPVEHBHYINZEREN cluster_id
* meta_service_endpoint
- iR : Meta Service B9 HEFN IR O
- W& edtidt: OIS
- 7~f3: 127.0.0.1:5000, BJCAFIEES D EIEE Z /) meta service,

2. JB5/ FE Master T A3

B

bin/start_fe.sh --daemon

FE—re HIEVIIA (L EBEF U FoLLowWER BB T E, {EF mysql & P IRiE 1% Fe {F F show
— frontends FRIANIZA BEIRY FE & master,
23 262 7 EM FE Follower/Observer 19 52

Hith T EHFRIE DR S RIS E XA H BN, £ mysql F P IRER Master RERYFE, F
FAPATR sqL aR 7R NERSMEY FE T3 53

ALTER SYSTEM ADD FOLLOWER "host:port";

% host :port B9 Fe 7 RAYSERRIB UL FNSREE A SR O, EZSREZS ILADD FOLLOWER FIADD
OBSERVER,

EFIMER, BHRRTE FoLLOWER BB HMEIHR (FE) TRAaE, BEE—1rE, RFIFH
—f&KiH, =/ FOLLOWER FARTE T, MERERENRIIFET S UZERHE,
24 B7%: RMBET=
E@EEERI Backend T, BWEA Backend HITUA T I8!
1. B2 & be.conf

7E be.conf XH, EERLEBEUTKESE: - deploy_mode - iR : IBXE doris BENEL - 18
N cdoud RRTFENBEIRIN, HEFE —HFIEIL - RAI: cloud - file_cache_path - #&i&: FF
NEHEFWHERFNEHMSE, UBEEARER, SN EE T, path BEMERRZ,
total_size FREIETZAIR N, -1 2% 0 WG EFIBNMNEEZTIE], - BTN [ “path” : “/path/to/file_cache” ,
“total_size” :21474836480}, { “path” : “/path/to/file_cache2” , “total_size” :21474836480}] - 1~ ffl:
[{ “path” : “/path/to/file_cache” , “total_size” :21474836480}, { “path” : “/path/to/file_cache2” , “to-
tal_size” :21474836480}] - ZKiA: [{ “path” : “${DORIS_HOME}/file_cache” }]

3. |3z BE i#FE
{EFAA T &5 /350 Backend:
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bin/start_be.sh --daemon

4. 4% BE NINBIEERE:

fEF MysQL ZEFImEREIEE FE TS

ALTER SYSTEM ADD BACKEND "<ip>:<heartbeat_ service_port>" [PROTERTIES propertires

= 13

15 <ip> B 0¥ Backend B9 1P HitlE, 4% <heartbeat_service_port> B EHEEE O PEIRS
ﬁD(HM%%w%

=] BAIEBT PROPERTIES 1R & BE FRTERYTTELH,
FiEMEIF;EE S ADD BACKEND FIREMOVE BACKEND,
5. O8I BE KA

mémmmauﬁﬁ(ml%)umﬁbEmWFﬂ#MAEﬁo
IR BT LAERR AT sQL e 248 & Backend KA :

SHOW BACKENDS;

G BIREBE P Backend RE HAIR,

2.5 ZE 84 7l Storage Vault

Storage Vault & Doris FENBRMPNEEARG., SRR TEERIBENEZEEMEE., &8I
f88F3 HDFs S FRE S3 I RFfECIE— PS4 Storage Vault, "G — Storage Vault RERN
ZX1A storage Vault, RFERFIFKRIETE Storage Vault BYRERIG FAETEIX M EKIA Storage Vault B, EXIA
Storage Vault NEEMMHIBR, LA T2 FIERY Doris EEBF IR Storage Vault BY 574 :

1. B HDFSs Storage Vault

E(EH sQL BIEE Storage Vault, T&{EF MysQL F FimiE 2| K09 Doris SE8F

CREATE STORAGE VAULT IF_NOT_EXISTS hdfs_vault
PROPERTIES (
"type"="hdfs",
"fs.defaultFS"="hdfs://127.0.0.1:8020"

2. Bl3E s3 Storage Vault
EFEARS s3 I RIFECIZE storage Vault, TBIRBLA T S IRIRIE:

1§ﬁﬁ MySQL gF’lﬁ'ﬁL?’E 'J,._,\E’J Doris §¥
« MITUAF sqQL a5 S 3K EBlI7 S3 Storage Vault:
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CREATE STORAGE VAULT IF_NOT_EXISTS s3_vault
PROPERTIES (

"type"="S3",
"s3.endpoint"="s3.us-east-1.amazonaws.com",
"s3.access_key" = "ak",

"s3.secret_key" = "sk",

"s3.region" = "us-east-1",

"s3.root.path" = "ssb_sf1_p2_s3",
"s3.bucket" = "doris-build-1308700295",
"provider" = "S3"

DE:

EEEMITREAE L EIEE storage vault, THEEEIEE storage Vault,
3. IREHIA Storage Vault

fERUNT sqQLiBRIRE —NEAIA Storage Vault,

SET <storage_vault_name> AS DEFAULT STORAGE VAULT

26 EEEI

- {NTTEURIEVEINRERY Meta Service BEFERZYE /9 FE F0 BE AY meta_service_endpoint Bg & B
#Ro
« BUELULTHEEHFZANAE A meta_service_endpoint BCE B4R,

2.6.1 1 Kubernetes 2=

2611 EPEFE—IKESE

2.6.1.1.1 ZBZ& Doris Operator
ZBE Doris Operator 1T #2453 79 %3 CRD, EBE Operator lRZUKIEZHLE RS =N R,
F 14 &TE poris Operator CRD

BT LA T a5 S RIN Doris Operator FIETE X 3R ( CRD ):

kubectl create -f https://raw.githubusercontent.com/apache/doris-operator/master/config/crd/bases
> /crds.yaml

%525 EBE Doris Operator
A
<

> %2 %< Doris Operator :
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kubectl apply -f https://raw.githubusercontent.com/apache/doris-operator/master/config/operator/

> operator.yaml

HASEM L 4F

namespace/doris created

role.rbac.authorization.k8s.io/leader-election-role created
rolebinding.rbac.authorization.k8s.1io/leader-election-rolebinding created
clusterrole.rbac.authorization.k8s.io/doris-operator created
clusterrolebinding.rbac.authorization.k8s.io/doris-operator-rolebinding created
serviceaccount/doris-operator created

deployment.apps/doris-operator created

E3%: }ME Doris Operator RS

BT A TS 18 & Doris Operator FIEREIRTS :

kubectl get pods -n doris

HASEHI N5 R
NAME READY  STATUS RESTARTS  AGE
doris-operator-7f578c86cb-nz6jn  1/1 Running 0 19m

2.6.1.1.2 BCE Doris EEEF
SR

ERIAEBE BT DorisCluster FRH, FEF BE BVRMBAIREF IERMARA, BEABIALII 3. BIAMERLT, FE
ERMITTERIRIEE 7 6c 126i, BEERAMZEIRRZ 8c16Gi, TN AUFIMRIEE KIARXLEIALE.

Image IRE
Doris Operator 5 Doris IRASHHE f##E, Doris Operator 4% 2.0 LA EBY Doris AR AERE
FE Image wE

INTFEIERE FE MR, PIHRM TR ANEITEE:

spec:
feSpec:

image: ${image}

14 s{image} BB EILEM image BIfE, 1GECEFFHEIFEEBZEM DorisCluster ZIEH, Doris B 1R HEAY FE
Image B it {EF,

BE Image RE

INTFEFERE BE MUERIR, IR T ANEITERE:
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spec:
beSpec:

image: ${image}

14 ${image} BIRBEIREN image BIFfG, BEEENRNFEEZIBE R DorisCluster FIEA, Doris B 77121 BE
Image B £,

BIAHILTE

e BIA B EDY

IEERIARY Fe BIAR 3 N 5, IR T A R#TRE:
spec:

feSpec:

replicas: 5

B E EFEIFEIFZM DorisCluster iR,

BE Bl A EUELR
BEAR BEBIAR 3 R 5, FIHRA T ARNHITEEE:
spec:

beSpec:

replicas: 5

KR EE R FZEER DorisCluster TR,

TEHRFRE

FETTERIRIZE

BROABRERY FE HFEFIR P 6c 126, BHHRIE N 8c16Gi, FIFRUTHNHITRRE:

spec:
feSpec:
requests:
cpu: 8
memory: 16Gi
limits:
cpu: 8
memory: 16Gi

B EEFEEEZZLY DorisCluster ZXIRA,
BETTEHIRIRTE

ZRIABRERY BE 1T E R IE S 8c 16Gi, INTIELR ST 16¢32Gi, FIFRRUA T AN HITICE

spec:
beSpec:
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requests:
cpu: 16
memory: 32Gi
limits:
cpu: 16

memory: 32Gi

B E EFEIFEIFZE DorisCluster iR,

127R re 0 BE TR EMR/ANSINZIR P 4c 86, MRFEHITIEBRENMIL, BINEE R 8c8Gi,

EftEMEE

7E Kubernetes A1, Doris {F F3 ConfigMap BREEXHNREZNE. RKABAT, RE2EARGERKIAREES
BE#, BiRErE L& BEXENE, MR EBFHEHSHEERIFER confighap ., BC
EE, BHEEZBRporisCluster HRFIEN G EZE 8|,

FE EHICBNECE
£15: BBEHIEE ConfigMap

AT RBIE X TR fe-conf B ConfigMap, 1ZHCE =] {3t Doris FE EFH :

apiVersion: v1
kind: ConfigMap
metadata:
name: fe-conf
labels:
app.kubernetes.io/component: fe
data:
fe.conf: |
CUR_DATE="date +%Y%m%d-%H%M%S *
# Log dir
LOG_DIR = ${DORIS_HOME}/log
# For jdk 8
JAVA_OPTS="-Dfile.encoding=UTF-8 -Djavax.security.auth.useSubjectCredsOnly=false -Xss4m -
> Xmx8192m -XX:+UnlockExperimentalVMOptions -XX:+UseG1GC -XX:MaxGCPauseMillis=200 -XX:+
<> PrintGCDateStamps -XX:+PrintGCDetails -XX:+PrintClassHistogramAfterFullGC -Xloggc:
— $LOG_DIR/log/fe.gc.log.$CUR_DATE -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10
5 -XX:GCLogFileSize=50M -Dlog4j2.formatMsgNoLookups=true"

# For jdk 17, this JAVA_OPTS will be used as default JVM options

JAVA_OPTS_FOR_JDK_17="-Dfile.encoding=UTF-8 -Djavax.security.auth.useSubjectCredsOnly=false -
— Xmx8192m -Xms8192m -XX:+HeapDumpOnOutOfMemoryError -XX:HeapDumpPath=$LOG_DIR -Xlog:gc
— *,classhisto*=trace:$LOG_DIR/fe.gc.log.$CUR_DATE:time,uptime:filecount=10,filesize=50
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<> M --add-opens=java.base/java.nio=ALL-UNNAMED --add-opens java
<> ALL-UNNAMED --add-opens java.base/sun.nio.ch=ALL-UNNAMED"

# Set your own JAVA_HOME

# JAVA_HOME=/path/to/jdk/

##

## the lowercase properties are read by main program.

##

# store metadata, must be created before start FE.

# Default value is ${DORIS_HOME}/doris-meta

# meta_dir = ${DORIS_HOME}/doris-meta

.base/jdk.internal.ref=

# Default dirs to put jdbc drivers,default value is ${DORIS_HOME}/jdbc_drivers

# jdbc_drivers_dir = ${DORIS_HOME}/jdbc_drivers

http_port = 8030
rpc_port = 9020
query_port = 9030

9010
arrow_flight_sql_port =

edit_log port =
-1

Choose one if there are more than one ip except loopback address.
Note that there should at most one ip match this list.

If no ip match this rule, will choose one randomly.

use CIDR format, e.g. 10.10.10.0/24 or IP format, e.g. 10.10.10.1
Default value is empty.

10.10.10.0/24;192.168.0.0/16

H OH B O H O H OH

priority_networks =

# Advanced configurations
# log_roll_size_mb = 1024
# INFO, WARN, ERROR, FATAL
syg_level = INFO

# NORMAL, BRIEF, ASYNC
syg_mode = ASYNC
audit_log_dir = $LOG_DIR
audit_log_modules = slow_query, query
10
meta_delay_toleration_second = 10
1024
ge_query_timeout_second = 300

5000

true

audit_log_roll_num =

ge_max_connection =

*F OB H O B H H

ge_slow_log_ms =

enable_fqgdn_mode =

{3 ConfigMap F£ %} FE BANECE SRR, ECEERXINAY key AN fe.conf, FTEAEEXHE, BEIWTaH

LEBE R DorisCluster TR EE BRI AL,

kubectl -n ${namespace} apply -f ${feConfigMapFile}.yaml
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HM, ${namespace} B R DorisCluster FRGEEBEITRATIE, $ifeConfigMapFile} MBS _EIRBSERIHF
£

28245 FE2E DorisCluster R

BA fe-conf ¥4 RZRY ConfigMap J0f0ll, EZEERER DorisCluster FWIEFRIMUTER:

spec:
feSpec:
configMapInfo:
configMapName: fe-conf

resolveKey: fe.conf

{2 7R Kubernetes SRE 1, EEIVEF FQDN 1218, BHNEEE NN enable_fqdn_mode=true, Y15
AP R, H Kubernetes EEBERENZIRIE pod ERR IP AL LT, BESE issue #138 BITED
& P RN BD,

BE EFIVEBNECE
£1%: EFEBE configMap
AR E X T 89 be-conf ConfigMap, 1ZECE A1t Doris BE {F 3 :

apiVersion: v1
kind: ConfigMap
metadata:
name: be-conf
labels:
app.kubernetes.io/component: be
data:
be.conf: |
CUR_DATE="date +%Y%m%d-%H%M%S *
# Log dir
LOG_DIR="${DORIS_HOME}/log/"
# For jdk 8
JAVA_OPTS="-Dfile.encoding=UTF-8 -Xmx2048m -DlogPath=$LOG_DIR/jni.log -Xloggc:$LOG_DIR/be.gc.
> log.$CUR_DATE -XX:+UseGCLogFileRotation -XX:NumberOfGCLogFiles=10 -XX:GCLogFileSize
<5 =50M -Djavax.security.auth.useSubjectCredsOnly=false -Dsun.security.krb5.debug=true -
<> Dsun.java.command=DorisBE -XX:-CriticalJNINatives"
# For jdk 17, this JAVA_OPTS will be used as default JVM options
JAVA_OPTS_FOR_JDK_17="-Dfile.encoding=UTF-8 -Djol.skipHotspotSAAttach=true -Xmx2048m -
— DlogPath=$LOG_DIR/jni.log -Xlog:gc*:$LOG_DIR/be.gc.log.$CUR_DATE:time,uptime:
— filecount=10,filesize=50M -Djavax.security.auth.useSubjectCredsOnly=false -Dsun.
—> security.krb5.debug=true -Dsun.java.command=DorisBE -XX:-CriticalJNINatives -XX:+

< IgnoreUnrecognizedVMOptions --add-opens=java.base/java.lang=ALL-UNNAMED --add-opens=
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java.base/java.lang.invoke=ALL-UNNAMED --add-opens=java.base/java.lang.reflect=ALL-

UNNAMED --add-opens=java.base/java.io=ALL-UNNAMED --add-opens=java.base/java.net=ALL-

<> UNNAMED --add-opens=java.base/java.nio=ALL-UNNAMED --add-opens=java.base/java.util=

ALL-UNNAMED --add-opens=java.base/java.util.concurrent=ALL-UNNAMED --add-opens=java.

base/java.util.concurrent.atomic=ALL-UNNAMED --add-opens=java.base/sun.nio.ch=ALL-
<> UNNAMED --add-opens=java.base/sun.nio.cs=ALL-UNNAMED --add-opens=java.base/sun.
<> security.action=ALL-UNNAMED --add-opens=java.base/sun.util.calendar=ALL-UNNAMED --add
< -opens=java.security.jgss/sun.security.krb5=ALL-UNNAMED --add-opens=java.management/
<> sun.management=ALL-UNNAMED -Darrow.enable_null_check_for_get=false"

# Set your own JAVA_HOME

# JAVA_HOME=/path/to/jdk/

# https://github.com/apache/doris/blob/master/docs/zh-CN/community/developer-guide/debug-tool
> .md#jemalloc-heap-profile

# https://jemalloc.net/jemalloc.3.html

JEMALLOC_CONF="percpu_arena:percpu,background_thread:true,metadata_thp:auto,muzzy_decay_ms
<> :5000,dirty_decay_ms:5000,oversize_threshold:0,prof:true,prof_active:false,1lg prof_
— interval:-1"

JEMALLOC_PROF_PRFIX="jemalloc_heap_profile_"

# ports for admin, web, heartbeat service

be_port = 9060

webserver_port = 8040

heartbeat_service_port = 9050

brpc_port = 8060

arrow_flight_sql_port = -1

# HTTPS configures

enable_https = false

# path of certificate in PEM format.

ssl_certificate_path = "$DORIS_HOME/conf/cert.pem"

# path of private key in PEM format.

ssl_private_key_path = "$DORIS_HOME/conf/key.pem"

Choose one if there are more than one ip except loopback address.
Note that there should at most one ip match this list.

If no ip match this rule, will choose one randomly.

use CIDR format, e.g. 10.10.10.0/24 or IP format, e.g. 10.10.10.1
Default value is empty.

priority_networks = 10.10.10.0/24;192.168.0.0/16

H O O H OH

data root path, separate by ';
You can specify the storage type for each root path, HDD (cold data) or SSD (hot data)
eg:

storage_root_path

/home/disk1/doris;/home/disk2/doris;/home/disk2/doris
storage_root_path = /home/disk1/doris,medium:SSD;/home/disk2/doris,medium:SSD;/home/disk2/
< doris,medium:HDD

# /home/disk2/doris,medium:HDD(default)

* O H O H H*
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you also can specify the properties by setting '<property>:<value>', separate by ','

property 'medium' has a higher priority than the extension of path

Default value is ${DORIS_HOME}/storage, you should create it by hand.
storage_root_path = ${DORIS_HOME}/storage

H O O O H OH O

H*

Default dirs to put jdbc drivers,default value is ${DORIS_HOME}/jdbc_drivers
# jdbc_drivers_dir = ${DORIS_HOME}/jdbc_drivers

# Advanced configurations

# INFO, WARNING, ERROR, FATAL
sys_log_level = INFO

# sys_log roll_mode = SIZE-MB-1024

# sys_log_roll_num = 10

# sys_log_verbose_modules = *
# log_buffer_level = -1

# aws sdk log level

# off =0,

# Fatal = 1,

# Error = 2,

# Warn = 3,

# Info = 4,

# Debug = 5,

# Trace = 6

# Default to turn off aws sdk log, because aws sdk errors that need to be cared will be

< output through Doris logs
aws_log_level=0
## If you are not running in aws cloud, you can disable EC2 metadata
AWS_EC2_METADATA_DISABLED=true

{8 configMap ¥£%} BE BN EE 2, BLEEEXTRA key TN A be.conf, TEMEEXHGE, BHIFED
B#R DorisCluster RRBEBEMG R ZIE,

kubectl -n ${namespace} apply -f ${beConfigMapFile}.yaml

E':F' , ${namespace} J9 DorisCluster ﬁ,ﬁ%gﬁﬁ%ﬂﬂ‘] namespace, ${beConfigMapFile} h@@tﬁﬂﬂ%ﬁ’q;‘d&f

2245 FEE DorisCluster RJ&

BA be-conf XS BY ConfigMap A1fll, EEEEBZ A DorisCluster ZIEFRIMIITER:

spec:

beSpec:

configMapInfo:
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configMapName: be-conf

resolveKey: be.conf

RANREEREXHFEHEINENEER—BRT, SEREEGEEEER BIEEERFERN
ConfigMap F1, ConfigMap FAY key X4 BFF, value NECEEE.,

£ ConfigMap FE&
Doris Operator bR T 2 #5181d ConfigMap ¥EHECE X, TR TIE S 1 configvap HEHZI B AR BH RRIINEE,
FE3EFZ ConfigMap

AR RO /RIF test-fe1, test-fe2 B ConfigMap 53 BUIEZEZ! FE 588 /etc/fe/configl/ Fll /etc/fe/config2
BXT:

spec:
feSpec:
configMaps:
- configMapName: test-fe1
mountPath: /etc/fe/configil
- configMapName: test-fe2
mountPath: /etc/fe/config2

EREBER, yourstorageclass[StorageClass](https : //kubernetes.io/docs/concepts/storage/storage —
classes/){storageSize} TR/~ EB{FE FABITFAEK /N, ${storageSize} FIFETVIEE K8s BY quantity TIAF X, EEGA: 100Gi,
BEERRFEER,

BE HEFHS ConfigMap

LA TR REGIR RIS test-be1, test-be2 B4 ConfigMap 73 BlIFEE F! BE 88 /etc/be/configl/ Fl /etc/be/config2 B R
T

spec:
beSpec:
configMaps:
- configMapName: test-be1
mountPath: /etc/be/configil
- configMapName: test-be2
mountPath: /etc/be/config2

EREBER, yourstorageclass|StorageClass](https : //kubernetes.io/docs/concepts/storage/storage —
classes/){storageSize} TR7~7s EE{FE FABIFAEK /N, ${storageSize} HIFETVIEE k8s BY quantity TIAF X, EEYA: 100Gi,
BEERRFER,

EEIHBAMLTFE
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£ poris 2B, FE. BE HHFERBIEI A L. Kubernetes F2 L T Persistent Volume #1Hl, 15 EEFF XL E!
YIIBTZEAER., 7E Kubernetes X ¥EH, Doris Operator {8 F StorageClass B 1 8| 22 PersistentVolumeClaim X EBX & iE Y

PersistentVolume,

FE R ALTFAEECE

7E Kubernetes 282 Doris EEBERY, BANEKIAIFA ML /opt/apache-doris/fe/doris-meta $EFisR, ZE&12 M FETT
BIBRIBRIATEAERR 12, Doris INEFIEMEEESHHBFERIL (console ), L= HFEWERES, &
IXFE X AL ropt/apache-doris/fe/log $EFE M LASE IR HEF R 1L,

FE TTEUEI AL
ERZAREXHER, BEEIBEM DorisCluster FIBEFRIMAMTRE:

spec:
feSpec:
persistentVolumes:
- mountPath: /opt/apache-doris/fe/doris-meta
name: meta
persistentVolumeClaimSpec:
# when use specific storageclass, the storageClassName should reConfig, example as
< annotation.
storageClassName: ${your_storageclass}
accessModes:
- ReadWriteOnce
resources:
# notice: if the storage size less 5G, fe will not start normal.
requests:

storage: ${storageSize}

ERBE R, yourstorageclass[StorageClass|(https : //kubernetes.io/docs/concepts/storage/storage —
classes/){storageSize} TRNIE EBIFAEK /N, &TVIEE Kubernetes BY quantity TRIAFS I, EEYA: 1006Gi,

FE BEFFAML
(ERECARE X HET, U TECERINZEIFEERE M DorisCluster ZFIRA :

spec:
feSpec:
persistentVolumes:
- mountPath: /opt/apache-doris/fe/log
name: log
persistentVolumeClaimSpec:
# when use specific storageclass, the storageClassName should reConfig, example as
< annotation.
storageClassName: ${your_storageclass}
accessModes:
- ReadWriteOnce
resources:

# notice: if the storage size less 5G, fe will not start normal.
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requests:

storage: ${storageSize}

EREBER, yourstorageclass[StorageClass](https : //kubernetes.io/docs/concepts/storage/storage —
classes/){storageSize} T/~ E{EFIRITEE R/, ${storageSize} BFIFETVIETE Kubernetes BY quantity TRIAF T4, EEUM:
100Gi,

RBRNREEHICEESNER, EFIZRE T neta_dir 343& LOG_DIR IEEHTIZE mountPath,

BE FALTFEECE

7E Kubernetes BB E Doris EEEERTY, EBINIFAML /opt/apache-doris/be/storage E&im, 1ZI&1270 BE T 2AIARY
WIBTFERRIZ, TE Kubernetes ERERTY, Doris BAINGFIBHNAFERHERAER L (console ), SNREEFTHIVH
HUREERES], BINFFAML /opt/apache-doris/be/log ¥ i,

BE BUIBFF AL
- BN AL TFfERRTZ

R e FERAEIARE, FEEIBEM DorisCluster ZIRFRMIMTAS:

beSpec:

persistentVolumes:

- mountPath: /opt/apache-doris/be/storage
name: be-storage
persistentVolumeClaimSpec:

storageClassName: ${your_storageclass}
accessModes:

- ReadWriteOnce
resources:

requests:

storage: ${storageSize}

EREBE R, yourstorageclass[StorageClass](https : //kubernetes.io/docs/concepts/storage/storage —
classes /){storageSize} T~ 7 BIEFRMITEAE KR/, FETUEIE Kubernetes BY quantity RiAA I, ELEN: 100Gi,

- BTFERRIZISAML

MNRBEXEBEFET storage_root_path BETS/NEFHEER ( . storage_root_path=/home/disk1/doris
<+ .HDD; /home/disk2/doris.SSD ) , EETEERE DorisCluster FIRFRIMII TR E :

beSpec:
persistentVolumes:
- mountPath: /home/disk1/doris
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name: be-storagel
persistentVolumeClaimSpec:
storageClassName: ${your_storageclass}
accessModes:
- ReadWriteOnce
resources:
requests:
storage: ${storageSize}
- mountPath: /home/disk2/doris
name: be-storage2
persistentVolumeClaimSpec:
storageClassName: ${your_storageclass}
accessModes:
- ReadWriteOnce
resources:
requests:
storage: ${storageSize}

BE HEIFA 1L
(EAIIARE R, EEEEIFER DorisCluster FIRF, RIMUTRE:

beSpec:
persistentVolumes:
- mountPath: /opt/apache-doris/be/log
name: belog
persistentVolumeClaimSpec:
storageClassName: ${your_storageclass}
accessModes:
- ReadWriteOnce
resources:
requests:

storage: ${storageSize}

EREER, yourstorageclass|StorageClass|(https : //kubernetes.io/docs/concepts/storage/storage —
classes/){storageSize} TR7~7s E{EABIFAEK/N, &TVEE Kubernetes BY quantity TRIAFT 0, EEYA: 1006Gi,

Vo) &
Kubernetes 18 3% Service {E Jo vip 1 2 2419738 AUBE 1], Service B =TIV BIBIR TN ClusterIP . NodePort .

LoadBalancer .
ClusterIP

Doris £ Kubernetes _=2RIA{SEF ClusterIP i5[0]#8 T, ClusterlP 15[0)#R X 7E Kubernetes EEEX IR L T — A ERHAL,
ZHHEE JI AR 55 1E Kubernetes PRIZRAY#E 15 o) bt

%15 EEEER ClusterlP E 7 Service FEHI
Doris BRIATE Kubernetes - j3 FH ClusterlP 1A [B]4E T, FA P EHEIMECK BN eI E A 1Z4& T,
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%24 FKBY service i3I0 HE
EREBERS, BILLA T A< I LAZEE Doris Operator 2 HY service:

kubectl -n doris get svc

IREIERIT:
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
— AGE
doriscluster-sample-be-internal ClusterIP  None <none> 9050/TCP
— 9m
doriscluster-sample-be-service ClusterIP 10.1.68.128 <none> 9060/TCP,8040/TCP,9050/
< TCP,8060/TCP  9m
doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP
— 14m
doriscluster-sample-fe-service ClusterIP 10.1.118.16 <none> 8030/TCP,9020/TCP,9030/

< TCP,9010/TCP 14m

£ EIREERS, rE 5 BE EBE M service, 75U internal 5 service {E G 4R:

A internal JE4RHY Service {Xfit Doris WERBISER, DB, BIERRE, FAWIIRER.
A service JE4RHY service FI T 1A 01 EEE AR SS

F3%: EER/AERVIIE] Doris

FERAINTHLEHRIN Kubernetes EEEFFFLIE—MNE S MysQL F F Y Pod:

kubectl run mysql-client --image=mysql:5.7 -it --rm --restart=Never --namespace=doris -- /bin/
> bash

EBRBAEE, oJLAEIAEIEE service [RERHY Service BFRIZEIE Doris 5£8%:

mysql -uroot -P9030 -hdoriscluster-sample-fe-service

NodePort

EE M Kubernetes EEEEYMER1/10) Doris, B BAIERE NodePort BIAET . NodePort IRTVIREFMECE HD: BBS5EBT
Hlim O PRSI FIZN B EVLiE O 52 B,

c SBEENRONE: NRKRERIEGEIROMES, Kubernetes RTERIEE pod BB B D EE—NEEVER
#HERMEO (EKIASEE A 30000-32767 ),

. aﬁuﬁ'EMiﬁ"%D HiE: MNMREREBETiROME, HBEFEViEORHESRAET HRMES, Kubernetes &
EE 5 i iim

RSP EEEMXIHOMET, poris REUTIHOATFSIEBRE

(e im0 im O 3R
Query Port 9030 BTF@53 mysqL X iA18) Doris EE 8%
HTTP Port 8030 FE _EBY http server i, ATFEEBFEMER

Web Server Port 8040 54 BE _ERY http server i, A TFEBBEMER
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%1+ : BCE re F0 BE BY NodePort

FE NodePort

- SN ERE:

spec:
feSpec:
service:

type: NodePort

- SO ERERERM:

spec:
feSpec:
service:

type: NodePort

servicePorts:

- nodePort: 31001
targetPort: 8030

- nodePort: 31002
targetPort: 9030

BE NodePort

- SN ERE:

spec:
beSpec:
service:

type: NodePort

- BRSO ERERERM:

beSpec:
service:
type: NodePort
servicePorts:
- nodePort: 31006
targetPort: 8040

% 24 FKBYL Service

SEHEPEBTE, UM TaH<SES service :




kubectl get service

IREIERIT:
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)

— AGE
kubernetes ClusterIP 10.152.183.1 <none> 443/TCP

— 169d
doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP

— 2d
doriscluster-sample-fe-service NodePort 10.152.183.58 <none> 8030:31041/TCP

—» ,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP  2d

doriscluster-sample-be-internal ClusterIP  None <none>
— 2d
doriscluster-sample-be-service NodePort 10.152.183.244  <none>

—» ,8040:32713/TCP,9050:30621/TCP,8060:30926/TCP  2d

9050/TCP

9060:30940/TCP

% 3% {FH Nodeport i15[0) iR 53

BA mysql 2 3& 7915, Doris B9 Query Port EKiAiR A 9030, £ LR/RABIAR, im0 9030 #PRET R A Hhim O 31545,

3i0) Doris 528%, FEKRMBIEHN TSP L, sJUERUTHSE

=2
=z

kubectl get nodes -owide

IREIERIT:

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP 0S-IMAGE
< KERNEL-VERSION CONTAINER-RUNTIME

re0 Ready control-plane 14d v1.28.2 192.168.88.60  <none> CentOS Stream
<~ 4.18.0-294.e18.x86_64 containerd://1.6.22

réi Ready <none> 14d  v1.28.2 192.168.88.61 <none> Cent0S Stream
<~ 4.18.0-294.e18.x86_64 containerd://1.6.22

re2 Ready <none> 14d  v1.28.2 192.168.88.62  <none> CentOS Stream
> 4.,18.0-294.e18.x86_64 containerd://1.6.22

rée3 Ready <none> 14d  v1.28.2 192.168.88.63  <none> CentOS Stream

> 4.18.0-294.e18.x86_64  containerd://1.6.22

7 NodePort RV K, BIBAIBITfEE node T3 52 Y 1P 331k S BRESAYTE EMLUR O 754 Kubernetes SEB¥NRIARSS, 7
I, BTBAERIE node 1952 1P B335 192.168.88.61, 192.168.88.62, 192.168.88.63, A NRfIRB/R T U{A{ERT

£192.168.88.62 M query port PRETEITE EMLiH O 31545 1% Doris:

mysql -h 192.168.88.62 -P 31545 -uroot

LoadBalancer

LoadBalancer @ RSB IR AV A EIE 2R, ERREMNERT=FEEIRHEAY Kubernetes IF1E,

1% BBE LoadBalancer FET\

FE Bd & LoadBalancer
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spec:
feSpec:
service:

type: LoadBalancer

BE B & LoadBalancer

spec:
beSpec:
service:

type: LoadBalancer

% 2 ﬂz:: ﬁﬂﬂ Service

EEEERE, BETHRSRIUEBRI D] Doris A Service:

kubectl get service

IREILERINT:

NAME TYPE CLUSTER-IP EXTERNAL-IP
— PORT(S)
— AGE
kubernetes ClusterIP 10.152.183.1 <none>
— 443/TCP
— 169d
doriscluster-sample-fe-internal  ClusterIP None <none>
— 9030/TCP
— 2d
doriscluster-sample-fe-service LoadBalancer  10.152.183.58
> ac4828493dgrftb884g67wgd4tb68gyut-1137856348.us-east-1.elb.amazonaws.com
— 8030:31041/TCP,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP  2d

doriscluster-sample-be-internal  ClusterIP None <none>
— 9050/TCP
SN 2d
doriscluster-sample-be-service LoadBalancer 10.152.183.244

> ac4828493dgrftb884g67wgdtb68gyut-1137823345.us-east-1.elb.amazonaws.com
~» 9060:30940/TCP,8040:32713/TCP,9050:30621/TCP,8060:30926/TCP  2d

234 {FF LoadBalancer FRTi/5/9]
BA mysqL &3 A1

mysql -h ac4828493dgrftb884g67wgdtb68gyut-1137856348.us-east-1.elb.amazonaws.com -P 31545 -uroot

EEEERAFRMNED

Doris TRMBIEEZ B TAF, B, ZHEUA MysQL HMGEREEER FE T it 1TIRVE, Doris SERZEIU RBAC HYHY
FREEVE, PRNEEBEEEZERFEBNde priviXPR, Doris Operator EKIAE B BT B INPREY root B L%
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REARZUY DorisCluster FIREC B RIEEFHITERZFETIR, root B RIZRLG, FETE DorisCluster FIEP ER
S & Node_priv X PRAVFE ~ BFIZRHS, BAE Doris Operator W EEEf 3 1T E TN B IBIRIE,

DorisCluster IR IRERMMANREEEEEHTRAMFNAFS. BE, 8F: MEEERENHN, UKk
R secret BER TN, EEESHEENAFBMEL D M3 MER:

- ERERETVIRIL root FIFEERD;
- root TEEET, BNLIZREREEIENEAVIE root BF;
« &8 root TEEIRNEES, 1%E root HF %R,

EHMEBRE root AP

Doris 2544 root A F A X HIFZ NEEETE fe.conf A, 7E Doris B/ EBEMECE root FFFHVERRE, LAEIL
Doris Operator BEME E M BIREH TR, BREBUITLRIEE:

F 145 M root JIZEEEG

Doris St ¥ % LAY FI VAEFE FIEC E XX AR E root B HIENG, ZRBRIINZ S N2 RAMMER sHA-1 IIZESKIL,
RS RGN T :

Java {XRDSCIL :

import org.apache.commons.codec.digest.DigestUtils;

public static void main( String[] args ) {
//the original password
String a = "123456";
String b = DigestUtils.shalHex(DigestUtils.shal(a.getBytes())).toUpperCase();
//output the 2 stage encrypted password.
System.out.println("*"+b);

¥
Golang {XCHESEIR :
import (
"crypto/shal"
"encoding/hex"
"fmt"
"strings"
)

func main() {
//original password
plan := "123456"
//the first stage encryption.
h := shal.New()
h.Write([]lbyte(plan))
eb := h.Sum(nil)
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//the two stage encryption.
h.Reset()

h.Write(eb)

teb := h.Sum(nil)

dst := hex.EncodeToString(teb)

tes := strings.ToUpper(fmt.Sprintf("%s", dst))
//output the 2 stage encrypted password.

fmt.Println("*"+tes)

BNZENZEBEREBREEXGFEKRRLES fe.conf B, REEHSULEEETETNHE, BEEXHMU
ConfigMap FIFZIN T & 2l Kubernetes £8%,

2245 32 DorisCluster AR

REXMHIRE T root ¥JIALEEG, S Doris FE BE— N RBENGE root BRI ENEN, BETRMASER
B, Doris Operator 13 {8 root P BFNZRLRKARIN T R, EL, FEESFER DorisCluster FIRPIEERAF A
FNZZRG, LAfE Doris Operator EIREERF T .,

- IMREERTN
1 root Fl P BN RL Bic B 2 DorisCluster FRIRHIAY “.spec.adminUser.name” F “spec.adminUser.password” FEg,

Doris Operator & BEIF X LA ERX N ERMIMELE, FEANWHIRS 2ERIMERERRFNT REIEKEH,
FERINIMT:

spec:
adminUser:
name: root

password: ${password}

HM, s${password} JI root BIIENNZEZERTD,

« Secret IV
Doris Operator 2 ff {8 F Basic authentication Secret SRIETE B IE T MBI P BFIZEHD, Doris Operator &= B B4F Secret
X HFRREHEBTRBIEEMAE, SRNHEMRSSBNEXGPRIEFRBMZERD, BTEMNRETSMASE
£%, basic-authentication-secret i stringData R B & 2 NFER: username ¥l password, fEFH Secret LB & IEAF R
ZRIRIZAN T :

a. IEEFZ{EFIR secret

RBUN TN E FE EEFIAY Basic Authentication Secret :

stringData:
username: root

password: ${password}
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HA, ${password} JJ root IRERIIEINZEZZRT,
BN T B FE G Secret ZPE E Kubernetes EEEE,

kubectl -n ${namespace} apply -f ${secretFileName}.yaml

HA, s{namespace} JJ DorisCluster X R 2ol ZEAAR R L8], ${secretFileName} B ZEFE MY Secret BINXE R

o
b. BEE& DorisCluster 338

EEEIBEM DorisCluster IR, IETEEFMY Secret, ILEWN T :

spec:

authSecret: ${secretName}

HrA, ${secretName} HEE root HF BFIZEMBHY Secret B,
ERER BENEIEIE root EIRHA N (EEF)
EEREERN, WNRANZE root FIRLEN, BIEMETEE secret FIH AL EIE root HFPFME RZL,
Doris 83 AV5#EBNAR S S BENTE poris FEIEZAF, REZLFINEF Node_priv AXPR, Doris Operator 4§EFH B/
BlIEMA R ENEREEEHT S,

- MR SR

REBIN TR EEEEEZLEM DorisCluster IR :

spec:
adminUser:
name: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

Hr, ${DB_ADMIN_USER} WEEHZIHEEIENERIFE &, ${DB_ADMIN_PASSWD} J¥TiEFE FRIZERD,
e Secret Hit
a. EEE%E{EFHE’\J Secret

%R0 A& U BR & FEE(F FRY Basic authentication Secret :

stringData:
username: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

Hrh, ${DB_ADMIN_USER} JoFEBIEZEAIFF &, ${DB_ADMIN_PASSWD} JFTEHA - RiIREMNZERL,
{FEBLL TS5 secret ZRZ 2| Kubernetes SEEfH :

kubectl -n ${namespace} apply -f ${secretFileName}.yaml
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Hrh, ${namespace} JJ DorisCluster IR IRapBAIAR R (8], ${secretFileName} AEZZFE Y Secret IR,
b. BB ¥ DorisCluster 3R

1E DorisCluster 3 /EFPFEE B AR secret, W TFETR:

spec:

authSecret: ${secretName}

HA, ${secretName} JIZRZE AT Basic Authentication Secret )&,

1RR - BBERIFIRE root FIZERY, Doris Operator R AERAHAFMBREREHTR, B
B e bR R A P,

EREEFIRE root AL

Doris EBFEENE G, BERIZE root AFMEE, FERE — BB Node_priv XBRAIE ', {8TF Doris Operator
BB BRE#H TS, BXAEFEH ot BFP, BEERAFPHEFTNEREZTREEZFBAHE T
Node_priv iXFR, BB FE, BEMIETEHE Secret BEFMIEIEAFPMZRY, F7E DorisCluster RIEHFEEE,

F14: EEE Node_priv IX R~
Bt MysqQL IMSGEIREIRES, BTN T eSS eI — MXIEE Node_priv IXFRRIF P HiRE X/,

CREATE USER '${DB_ADMIN_USER}' IDENTIFIED BY '${DB_ADMIN_PASSWD}";

Hrh DByDMINy; SER{DB_ADMIN_PASSWD} J Ei% & HIZ57,
F 29 RAIBEFPWF Node_priv AXPRE
B MmysQL IMGERRBUIRER, MITIN T &34 Node_priv X BRIE FFT AP,

GRANT NODE_PRIV ON *.*.* TO ${DB_ADMIN_USER};

HM, ${DB_ADMIN_USER} JIFTEIEIAF R,
ERFRZEL, UKEFINRIFMEER, BESEE I SXXAHCREATE-USER B85,

2 3% EBE DorisCluster X8

- MRTERI

7E DorisCluster FRPEEEFHZRA - REZL, BT :

spec:
adminUser:
name: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}
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B, DBADMINySER{DB_ADMIN_PASSWD} Jo¥TiZ A Fig B 12315,
* Secret ﬁiﬁ
a. BCE Secret

1R IEYN T A& X 8172 Basic Authentication Secret :

stringData:
username: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

B DBADMINySER{DB_ADMIN_PASSWD} T2 i BN,

{EALA T a5 245 secret BRZ 2! Kubernetes 5E8%:

kubectl -n ${namespace} apply -f ${secretFileName}.yaml

Hr, ${namespace} JJ DorisCluster R IRap BN RZ(E], ${secretFileName} FAEEEFER] Secret BB,
b. EFFEZ(FF Secret BY DorisCluster I5 iR

7E DorisCluster P RS TE EFBY secret, YN RFI/R:

spec:

authSecret: ${secretName}

Hrh, s${secretName} JIBBEMY Basic authentication Secret BB,

&R - BB RIRE root EiY, AREMNABEEETSNAFBNERE, R5EFERS
RINER—X,

BREENEENERRSENSH

Doris WU EEXHIHANIEERNSE. BRI S AT BT AR web 2 EITIECLFF I ERR, —
LERNBEIBIT web E[ENHISHBEEEBRS LM, Doris Operator #Y 25.1.0 R AFIR RS B SHENEE
HERERIEE

£ porisCluster FIRFPEEF B Lid6ES), EEWT:

spec:

enableRestartWhenConfigChange: true

UNER DorisCluster FRIRSZH LIREZE, Doris Operator R BEITUN T ALIE: 1. M4 DorisCluster RIRERE I ERE
KEBV BN E (BT ConfigMap 3£, FBIBEEBEHLENREED) BRERXETt.
2. BoREL MG, BoIERHENRS RKELREER,

EdzE R
245 FE. BE TR AYAY configmap BEMIEZ, X EUA FE 95, 1. DorisCluster ERZFAZUNTF

62




spec:
enableRestartWhenConfigChange: true
feSpec:
image: apache/doris:fe-2.1.8
replicas: 1
configMapInfo:

configMapName: fe-configmap

2. BB fe-configmap BEEEE re Bk B BNECE,
L EH fe-configmap FA key 9 fe.conf NN HVME (FE ARSZBVEINECE) JF, Doris Operator B ERINE /T FE
RSB ERREER,

{3 Kerberos IAE

Doris Operator A 25.2.0 Bk 4S FF 48 2 #3F Doris (2.1.9 F0 3.0.4 J2 LA f5 AR &) 7E Kubernetes {88 F§ Kerberos IAE, Doris {&
H Kerberos IANEFEZEE A krbs.conf FlI keytab X4 . Doris Operator {88 ConfigMap iRIRIEE] krbs.conf X4, {FEH
Secret FRIRIEEY keytab 3, {EFH Kerberos INIERIZEN T ¢ 1. R ELE krb5.conf XHY ConfigMap:

kubectl create -n ${namespace} create configmap ${name} --from-file=krb5.conf

namespace‘ DorisCluster‘{name} 73 ConfigMap B EIEENRF. 2. B E S keytab B Secret:

kubectl create -n ${namespace} secret generic ${name} --from-file= ${xxx.keytab}

namespace* DorisCluster‘{name} 1 Secret MEBIBTENRF, NREEHEH S 1 keytab X, BESE kubectl £
2 secret MG S keytab KRR — Secret 1, 3. BLE DorisCluster IRiR, IBE S krbs. conf B ConfigMap,
AR B & keytab 4R Secret,

spec:
kerberosInfo:
krb5ConfigMap: ${krb5ConfigMapName}
keytabSecretName: ${keytabSecretName}
keytabPath: ${keytabPath}

krb5Con figMapN ame‘krb5.con f*Con figM apikeytabSecretName} J1 B & keytab SX{FHY Secret B FR, ${keytabPath}
B Secret ZEEHEHEIBFRPIIRRZE, XNERIZ2EIE catalog BY, BT hadoop.kerberos.keytab $§E keytab #Y
XHEFREB R, BIE catalog IESEBECE Hive Catalog M4,

EHZFME

Doris Operator M 25.4.0 lRAFELZIF B NAEIFRE Pod EH—1 ReadWriteMany HWHRZEEME, FHINER
BIBI B L E7F & PersistentVolume Fll PersistentVolumeClaim X8, {EZFE Doris EEf ZHIREBWI TR E
DorisCluster iRJ&:

spec:
sharedPersistentVolumeClaims:
- mountPath: ${mountPath}

persistentVolumeClaimName: ${sharedPVCName}
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supportComponents:
- fe
- be

« ${mountPath} 5 E X E 2 B 2E ARV T BR1Z,

« ${sharedPVCName} RIFEIEEHY PersistentVolumeClaim BYBZFR,

+ supportComponents {ETE B 2= HZ L ZFMEVEM R, LIRSLAIPR, $EE Fe, Be MMEGIEHZE
E17f#, 90X supportComponents ANZT, RINFMBEGISHIRALEIEEH ZEZZE,

{8 7R mountPath Sz 335 Fl ${DORIS_HOME} {E J 812 R 4%, = mountPath fSEFJ ${DORIS_HOME}

< YERBIEERN, 7€ e 2% ${DORIS_HOME} FE1X /opt/apache-doris/fe; {E BE B 28
${DORIS_HOME} }E1X /opt/apache-doris/be,

FCE RN B

DorisCluster AEMHARSZEMEAMRNBHREE: BHNRNENREE, FERNBNEER, SRS EE/E
B REENENRNEREER, WINERSBNEKBAENRENRS, SRS BT ERNE EREN
B, Pod RMBEINER, ##na BINRNBRECE - re BRSSBHNRNBHEE

spec:
feSpec:
startTimeout: 3600

M LB Fe BBThEBRTIZ & J 3600 7, - BE RSB BINRNEBNEE

spec:
beSpec:
startTimeout: 3600

A EECE S B FIBENEBEHE E 1 3600 B, #wpsss FERNEBEREE - e RBFERNENEE

spec:
feSpec:
liveTimeout: 60

U ERE Fe (7 EEMEE RN 0 ¥, -BE REFERNBREE

spec:
beSpec:
liveTimeout: 60

PA_EECEFF B (UTFEBRTIRE M 60 B,
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2.6.1.1.3 BB Doris £58F

7E Kubernetes 2B Doris EE8ERT, 152 HIERZE Doris Operator,

28 Doris EERAVTIZN A=ANLIR: TEL Doris BPEBIRR. REBHLTRBE X EBER, MWESFHIRE,
&1 T poris SREIER

curl -0 https://raw.githubusercontent.com/apache/doris-operator/master/doc/examples/doriscluster-

—» sample.yaml

28 RRETEXEERR
REEHEESETREATENCEE, EETMREEIN THSHE:

kubectl apply -f doriscluster-sample.yaml

F3¥: RERHMBRS

1. BF pods HYRAS:

kubectl get pods

HREEZER !
NAME READY  STATUS RESTARTS  AGE
doriscluster-sample-fe-0 1/1 Running 0 2m
doriscluster-sample-be-0  1/1 Running 0 3m
EABE 1 Iﬁ E’J’ik/h\ .

kubectl get dcr -n doris

HREELER

NAME FESTATUS BESTATUS CNSTATUS  BROKERSTATUS

doriscluster-sample available available

2.6.1.1.4 1K18] Doris EEEF

Kubernetes 181 Service {E Jg vip 1 A #{ I BTS2 AVEE ST, Service B =FIT b BI/IR X ClusterIP . NodePort .

LoadBalancer,

ClusterIP *EEV

Doris £ Kubernetes = 2K1A{SEF ClusterIP 5[] #E T, ClusterIP 15[0)R X 7E Kubernetes EEEF IR {it T —NAERHAL,
M HEE B AR SZ 7E Kubernetes AERHY,

BREER, @i mysqL MY, {EH root B EEBAMERN CIEEN T,
%12 KRB Service
EREBERS, WILLA T A< RJLAZE T Doris Operator S E2HY service:
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kubectl -n doris get svc

REIERIT:
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
— AGE
doriscluster-sample-be-internal ClusterIP  None <none> 9050/TCP
— 9m
doriscluster-sample-be-service ClusterIP 10.1.68.128 <none> 9060/TCP,8040/TCP,9050/
< TCP,8060/TCP  9m
doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP
s 14m
doriscluster-sample-fe-service ClusterIP 10.1.118.16 <none> 8030/TCP,9020/TCP,9030/

<~ TCP,9010/TCP 14m

FELARERMP, rE 5 BE ZEBEBMWEE service, DI internal 5 service fERIG 4 :

« B internal 54309 Service {Xfft Doris AEREEER, OB, BIEXRRE, TWINERR.
« DA service [F4BHY service BF iAo EEEEAR S,

224 iA0) Doris

ClusterIP #2 T R BETE Kubernetes WERER, {FERWIT HLEH A1 Kubernetes EEFHEIE—NEE MysQL EF

UiH#Y Pod :

kubectl run mysql-client --image=mysql:5.7 -it --rm --restart=Never --namespace=doris -- /bin/

~— bash

EAEEAEL, LB IARIHE service 54309 Service BFR1EE Doris £ :

mysql -uroot -P9030 -hdoriscluster-sample-fe-service

NodePort 12T,

&8 DorisCluster (5 [0)ECEE Ty, BCEER NodePort 1[0)1EIV /G, {ER MysQL tHiY, i@id root TEERBIET 175(0]

FES BT,

%15 FKBY Service

SR E TG, BELATaR<SES service :

kubectl get service

IREIZZRMNT:

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
s AGE

kubernetes ClusterIP 10.152.183.1 <none> 443/TCP
— 169d
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doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP

— 2d
doriscluster-sample-fe-service NodePort 10.152.183.58 <none> 8030:31041/TCP

— ,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP  2d
doriscluster-sample-be-internal ClusterIP  None <none> 9050/TCP

— 2d
doriscluster-sample-be-service NodePort 10.152.183.244  <none> 9060:30940/TCP

— ,8040:32713/TCP,9050:30621/TCP,8060:30926/TCP  2d

224 if9) Doris

BA mysql ZEHE 15, Doris B Query Port BRiA i [ 9030, 7E_EiR/REIAR, i[O 9030 ARSI AthiE [ 31545, B
1508] Doris 558¥, FERENZIEEHM T =P itill, STLAMERAUTHLESR:

kubectl get nodes -owide

IREIERIT:

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP 0S-IMAGE
< KERNEL-VERSION CONTAINER-RUNTIME

reo Ready control-plane 14d  v1.28.2 192.168.88.60  <none> CentOS Stream 8
> 4.18.0-294.e18.x86_64 containerd://1.6.22

réi Ready <none> 14d  v1.28.2 192.168.88.61 <none> Cent0S Stream 8
<~ 4.18.0-294.e18.x86_64 containerd://1.6.22

re2 Ready <none> 14d  v1.28.2 192.168.88.62  <none> CentOS Stream 8
> 4.,18.0-294.e18.x86_64 containerd://1.6.22

re3 Ready <none> 14d  v1.28.2 192.168.88.63  <none> Cent0S Stream 8

<> 4.18.0-294.e18.x86_64 containerd://1.6.22

7E NodePort }RZ, T, BIBLEIEER node 17 =AY 1P b HE SARETATE MUK O 751 Kubernetes EEEEARIARSS, 7E
AR, BTLAERRY node T RS 1P B13E 192.168.88.61. 192.168.88.62, 192.168.88.63, LA N RBIER T I{r{ERT
52 192.168.88.62 Fl query port BREFAYTE MmO 31545 3% 5 Doris:

mysql -h 192.168.88.62 -P 31545 -uroot

LoadBalancer {23\,

1258 porisCluster 5RIBBEE T, EAE = L, BEFEH LoadBalancer I5B1HRIN G, {EF MysQL MY, &I root
ZREICIAIE) FE SRR,

%1% FKBL Service
EEEEE, BIUTHSIUEFFR] 0] Doris BY Service:

kubectl get service

REIERWT:

NAME TYPE CLUSTER-IP EXTERNAL-IP
< PORT(S)
s AGE
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kubernetes ClusterIP 10.152.183.1 <none>

— 443/TCP

— 169d
doriscluster-sample-fe-internal  ClusterIP None <none>

— 9030/TCP

— 2d
doriscluster-sample-fe-service LoadBalancer  10.152.183.58

> ac4828493dgrftb884g67wgdtb68gyut-1137856348.us-east-1.elb.amazonaws.com
<~ 8030:31041/TCP,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP 2d

doriscluster-sample-be-internal  ClusterIP None <none>
— 9050/TCP
— 2d
doriscluster-sample-be-service LoadBalancer 10.152.183.244

<> ac4828493dgrftb884g67wgdtb68gyut-1137823345.us-east-1.elb.amazonaws.com
— 9060:30940/TCP,8040:32713/TCP,9050:30621/TCP,8060:30926/TCP  2d

2824 iA0a) Doris
BA MysQL i Jo 5l :

mysql -h ac4828493dgrftb884g67wgdtb68gyut-1137856348.us-east-1.elb.amazonaws.com -P 31545 -uroot

StreamLoad 1/5[2] B2 7E Kubernetes A4 Doris

Doris R streamload RN S AFUIE, E im0 Doris SEBETER —/NBIEMA, EFiRe] BEIEEH re fyitht
ERERMAE, e RSB WA RFIRE HTTP 301 BYIRZSAB LA R BE ORI iA[R]MHAE, HiIFE FimiEK BE Atk
SANEE, 7E Kubernetes L EBEHY Doris EEBF{EFI R TE Kubernetes AEREI 13[0] AUt EIB(S, ZH{EF StreamLload 75
NECE Fe RYETiA (o)t EEY, Fe BT 301 ALEIRBIEYR BE R7E Kubernetes AERE] 15 [a] I NE, S EXTE Kubernetes
INERRY R PP i S N BB KT,

1E Kubernetes #p ZRAY 2 - i {F F StreamLoad #2 T4 [3) B8 & 7£ Kubernetes £ 1Y Doris EEBE S AN EUIER, EERE
Al N IMERTABIHY BE HuBE{E J9 Streamload B9 S A Hutl, ####### BCE BE Service JMER BT i/518] 3% B8 NodePort Z( &
LoadBalancer B & BE AR 535 HY service B BAM Kubernetes EE8F SN ER1/1a], S FTER=E Doris EEEFAY DorisCluster &
Ro

fc & Be {LIEHbt

MEENodepPort B & LoadBalancer SKEX A [a) 95T, FRENBITE Kubernetes 4MER /(0] Bt 3k LA J2 35 Bz B =] i51a]
web_server BRSS MR O, 4554 BNRI R HEFN 15 o) O B2 & 2{F A Streamload S A\ FIRAYE K ith bt A,

26.1.1.5 EBiBLH
BR33 Crash f&A F AR A S 23

FExkes MIBERRSE D —LLEIHE 29I EE S ¥ A CcrashLoopBackoff K7, BT kubectl get pod --
< namespace ${namespace} a8 B]LAZEFIETE namespace Y pod JRZSFN pod_name,

EXMURET, BB describe 1 logs a5 S oA FIE ARSS H 0] EWE"J]_. LARSZF A CrashLoopBackoff Ik
S, EEE MR IFERERSHY pod EA running IRSHERFIEIT exec AT EZZNFHTT debug,
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Doris Operator J&fit T Debug BB ITIRT,, THEEAR T HARSS ¥ A CrashLoopBackoff B 4]t \ Debug #&E T i#
1T AL Debug, ARFRREN{IVRE B IEE BIRS.

Bl Debug X

H RS — 1 pod # A CrashLoopBackoff Y E IER ZITHREFLZBET BN, BN TIRILRSIEA
Debug*ﬁ‘t, HITFENBENARS EfX 0],

1. BE AT &L LIBITEIBIE pod FE{TRIN annnotation

kubectl annotate pod ${pod_name} --namespace ${namespace} apache.com.doris/runmode=debug

YRS HT T RERHE, RESIEMEBIFRIR debug #EIZENHY annotation &3 A Debug #RIV/EEN, pod
R F running,

2. HARSSHEN Debug fRTV, UERTARSSHY pod BARAIEFEIRZ, AFPEILEE I FaR<LENA pod RER

kubectl --namespace ${namespace} exec -ti ${pod_name} bash

3. Debug FFENEMARS, SRAFEA pod AER, BITIEXMN NEE X HFB XinHAFHITFIMIT start_xx
> .sh Hil]ZK, ﬂmﬂiﬁij\j /opt/apache-doris/xx/bin T,

FE T E(E X query_port, BE BEZE{BDY heartbeat_service_port, B H Debug IR, T L BEEIT service 15 (8] F
crash TR EBIRE R,

iRt Debug Rz

YIRS ENIR B S FEIRE pebug 151T, UL RFEREBIU T an L MBRIT LAY pod, BRZMSIREBIERERY
RIBE.

kubectl delete pod ${pod_name} --namespace ${namespace}

BRI pod BB fE, EEENREEXHNIROES, A EEFIN/ZNEMNEY Doris A1 -FEFE
{EeEXINEE12 S0 /opt/apache-doris/fe/conf/fe.conf B query_port=9030 B2 &, - BE EE(E
CRERINEE12 )9 /opt/apache-doris/be/conf/be.conf Ay heartbeat_service_port=9050 AR &,

RS HBE

Doris #E k8s Z LAY HEE Fli@IIECY DorisCluster Z1 RS BB 4T replicas FERRILIM, (ECKFI ERELwiE T AT
R, LB GHSRITI.

FREX DorisCluster iR
{EFH# % kubectl --namespace {namespace} get doriscluster 3%BYXEBBE DorisCluster (BIFF der ) FIRAVRFR,
AXH, FAIA doris JJ namespace.
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kubectl --namespace doris get doriscluster
NAME FESTATUS BESTATUS CNSTATUS BROKERSTATUS

doriscluster-sample available available

T HERIR

k8s FT B G IRIEIB T B IR R A RLLIRTA, H Operator RS EMTMIELE, H HFIRIEDEIT kubectl --
< namespace {namespace} edit doriscluster {dcr_name} E3EiH \mEEAEICIECITRE spec A replicas {B, &
FiB /5 Doris Operator STERYIE4E, HE]LABIT U T G SRMAREGENT BE,

FEY A

1. EEYAIFE RBBE

kubectl --namespace doris get pods -1 "app.kubernetes.io/component=fe"

NAME READY STATUS RESTARTS AGE
doriscluster-sample-fe-0 1/1 Running 0 10d
2. B

kubectl --namespace doris patch doriscluster doriscluster-sample --type merge --patch '{"spec

— ":{"feSpec":{"replicas":3}}}'

3. MY BER

kubectl --namespace doris get pods -1 "app.kubernetes.io/component=fe"
NAME READY STATUS RESTARTS AGE
doriscluster-sample-fe-2  1/1 Running 0 9m37s
doriscluster-sample-fe-1 171 Running 0 9m37s
doriscluster-sample-fe-0 1/1 Running O 8m49s

BEY &

1. EEYAIBE REBBE

kubectl --namespace doris get pods -1 "app.kubernetes.io/component=be"

NAME READY  STATUS RESTARTS AGE
doriscluster-sample-be-0 1/1 Running 0 3d2h
2. F & BE

kubectl --namespace doris patch doriscluster doriscluster-sample --type merge --patch '{"spec

— ":{"beSpec":{"replicas":3}}}'
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3. MY BER

kubectl --namespace doris get pods -1 "app.kubernetes.io/component=be"
NAME READY  STATUS RESTARTS AGE
doriscluster-sample-be-0 1/1 Running 0 3d2h
doriscluster-sample-be-2  1/1 Running 0 12m
doriscluster-sample-be-1 1/1 Running 0 12m
TRES
RFUREERIOM, Doris-Operator BRIHNERFNZFH T RRE T4, EXEEesE LRV EEFANGN

replicas B ERLILA /LD FE SN BE (BRI, XBRE R stop TRRLM T R T, ZHFTHRAHI Doris-Operator Ff
*ﬁggfmdecommission E%E‘é%EUZKE'FZio EEJttEI‘ﬁEQIE—%I‘ﬂ@&,HiIT%‘EIﬁ&D'F

. REEREAEATRAT R e Bl, —CLBMESR, RTMERILRME,
. FE Follower T AR BRI T4, TTARTRIBRATIRS.

« FE Observer EEITT So]UABEE T 2%, FH XL,
- INTERFEERIRERIE, FIUMEE T, ERLSHRAFEETZN T SMTIRHIRERE, SBIES
EAE AT (8] ATE1E — ERIMEREDEE,
F4% poris EEBE

Doris SERF B AHRNEZLHL BE, BFH L FE, Doris Operator T Kubernetes B4 ;RN E FTINEE LM BN EED
RETIETHR,

FRELEEEN
- FHRIRIEHEEFA L SRIZERETT,

C RNFRERER, REEERIWAAT REVEREAY, ERBEREK, WFXRWLS, EEEEP
I INE X B8N,

- FHRETR] AFNEE AR F, ETFIERA RPN —ERIEFEEE,

s FHREIL AN BRI TTEIEMN RS HITIRE, AEMALR —EEBEIUIEEERRI KRB RFIERE
B FE FOLLOWER T 55,

- AREREPRETRER, MUAESMANVENSEIHIENEIAMEEEE, TEIU TS KA

admin set frontend config("disable_balance" = "true");
admin set frontend config("disable_colocate_balance" = "true");
admin set frontend config("disable_tablet_scheduler" = "true");

» Doris FARBFETABEM ML LXRBTSREAFARNEREN, EBESNMXBTRRESHAR, TFALR
IREMXBTSRE, BEBRRXERFAR, EREXRBTRRE, WaIBBHT, BARSEAEL
hR %15 BH
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FHRIRIF
ARIETRERIAFNT, MRERET IAFENBNT

cn/be -> fe -> broker

Li)‘(ﬁ‘i RAZCEIT R ERBFLRFRY image RGN AZECE, HHAREMNAGTEARMIINRESREESER, B
BT R — N RET [RNRIFA R,

H % BE

UNRIREE T & 8#HY CRD ( Doris Operator & X T DorisCluster REFFERZMHIVEE ) X4, MBI LAETEIXZ
B E 4 FH B kubectl apply BIERSRFHITH R,

1. {809 spec.beSpec.image
bE apache/doris:be-2.1.8 THh apache/doris:be-2.1.9

2. RIHERE M AARIRIEBHETT BE FHL:

kubectl apply -f doriscluster-sample.yaml -n doris

HB]EIT kubectl edit der I RNEIZEN,

1. B namespace 75 ‘doris’ FNHIdcr FUFR, FRENFEEFEFHHI cluster_name

$ kubectl get dcr -n doris
NAME FESTATUS BESTATUS CNSTATUS

Doriscluster-sample available available

2. 1828, RITFHEN

kubectl edit dcr doriscluster-sample -n doris

HEAXEYRIERES, 183K2! spec.beSpec.image , 4§ apache/doris:be-2.1.8 {40 apache/doris:be-2.1.9

3. ERARIENLE

kubectl get pod -n doris

HATHE Pod EREETTEEH A Running IRSE, HHRER.
4K Fe

WNRIREE T EEE£0Y crd ( Doris-Operator £ X T DorisCluster XEVZFFERIMMIES ) X4, MeTLli@ET &z
FRE N4 FH B kubectl apply HIESRHITH R,
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1. {24 spec. feSpec.image

4% apache/doris:fe-2.1.8 &} apache/doris:fe-2.1.9

vim doriscluster-sample.yaml

2. RTFEE A A RIEDETT be F4k:

kubectl apply -f doriscluster-sample.yaml -n doris

He]@IT kubectl edit dcr BIANE BB,

1 Bk, REHEN

kubectl edit dcr doriscluster-sample -n doris

EAX S RIESET, 4§}£§Uspec.fe5pec.image, 4%eﬁmche/doris:fe—2.1.Sﬂﬁﬂﬁﬁgapache/doris:fe-2.1.9

2. BEREARITIENLE

kubectl get pod -n doris

YFT A Pod ERERTTEEH A Running IRSE, AR,

FHR e IR

WIFER T RIS

B2 1/518) Doris EEAESALIRMAYS I, BT mysql-client if5(8] Doris,

{# 3 show frontends ¥l show backends % sqQL & & MAGHIAR AFLIRZS,

show frontends\G;
kkhkkkkhkkhkkhkkkhkkhkkhkhkkhkkhrkhkkk*x 1. row *khkkkkkkhkkhkkkkkhkkhkkhkkhkkhkkhkkkk
Name: fe_13c132aa_3281_4f4f_97e8_655d01287425
Host: doriscluster-sample-fe-0.doriscluster-sample-fe-internal.doris.svc.cluster.
— local
EditLogPort: 9010
HttpPort: 8030
QueryPort: 9030
RpcPort: 9020
ArrowFlightSqlPort: -1
Role: FOLLOWER
IsMaster: false
ClusterId: 1779160761
Join: true

Alive: true
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ReplayedJournalld:
LastStartTime:
LastHeartbeat:

IsHelper:
ErrMsg:

Version:

CurrentConnected:

2422
2024-02-19 06:38:47
2024-02-19 09:31:33

true

doris-2.1.0

Yes

khkkhkkkhhhkhhkkhhkkhhkkhrkkd )

row *kkkhkkkkkkkhkkkhkkkkhkkkhikkkiki*k

Name: fe_f1a9d008_d110_4780_8e60_13d392faa54e

Host: doriscluster-sample-fe-2.doriscluster-sample-fe-internal.doris.svc.cluster.

—

EditLogPort:
HttpPort:
QueryPort:
RpcPort:
ArrowFlightSqlPort:
Role:

IsMaster:
ClusterId:

Join:

Alive:
ReplayedJournalld:
LastStartTime:
LastHeartbeat:
IsHelper:

ErrMsg:

Version:

CurrentConnected:

local

9010

8030

9030

9020

-1

FOLLOWER

true

1779160761

true

true

2423

2024-02-19 06:37:35
2024-02-19 09:31:33

true

doris-2.1.0
No

*kkkkkkhkkkhkhkkkhkkkhkhkkkhkikkkit® 3

row *kkkkkkhkkkkikkkhkhkkkhkkkhkikkkhkik

Name: fe_e42bf9da_006f_4302_b861_770d2c955a47
Host: doriscluster-sample-fe-1.doriscluster-sample-fe-internal.doris.svc.cluster.
~ local
EditLogPort: 9010
HttpPort: 8030
QueryPort: 9030
RpcPort: 9020
ArrowFlightSqlPort: -1
Role: FOLLOWER
false
1779160761

true

IsMaster:
ClusterId:
Join:

true
2422

Alive:
ReplayedJournallId:

LastStartTime:
LastHeartbeat:

2024-02-19 06:38:17
2024-02-19 09:31:33
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IsHelper: true
ErrMsg:
Version: doris-2.1.0
CurrentConnected: No

3 rows in set (0.02 sec)

& FE R alive JAZS A true, B Version ERFTARA, W% FE TR AR,

show backends\G;
*khkkkkkhkkhkkkhkkhkkhkhkkhkkhkkhkkk*x ’I_ row *khkkkkkkkhkkkkkhkkhkkhkkkhkkhkkhkk
BackendId: 10002
Host: doriscluster-sample-be-0.doriscluster-sample-be-internal.doris.svc.
< cluster.local
HeartbeatPort: 9050
BePort: 9060
HttpPort: 8040
BrpcPort: 8060
ArrowFlightSqlPort: -1
LastStartTime: 2024-02-19 06:37:56
LastHeartbeat: 2024-02-19 09:32:43
Alive: true
SystemDecommissioned: false
TabletNum: 14
DataUsedCapacity: 0.000
TrashUsedCapcacity: 0.000
AvailCapacity: 12.719 GB
TotalCapacity: 295.167 GB
UsedPct: 95.69 %
MaxDiskUsedPct: 95.69 %
RemoteUsedCapacity: 0.000
Tag: {"location" : "default"}
ErrMsg:
Version: doris-2.1.0
Status: {"lastSuccessReportTabletsTime":"2024-02-19 09:31:48","
< lastStreamLoadTime":-1,"isQueryDisabled":false,"isLoadDisabled":false}
HeartbeatFailureCounter: 0
NodeRole: mix
kkkkkhkkhkkhkkkhkkhkkhkkkkhkkhrkhkkkkx 2. row *khkkkkkkhkkhkkkkkhkkhkkkhkkhkkhkkkk
BackendId: 10003
Host: doriscluster-sample-be-1.doriscluster-sample-be-internal.doris.svc.
< cluster.local
HeartbeatPort: 9050
BePort: 9060
HttpPort: 8040
BrpcPort: 8060
ArrowFlightSqlPort: -1
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LastStartTime: 2024-02-19 06:37:35
LastHeartbeat: 2024-02-19 09:32:43
Alive: true
SystemDecommissioned: false
TabletNum: 8
DataUsedCapacity: 0.000
TrashUsedCapcacity: 0.000
AvailCapacity: 12.719 GB
TotalCapacity: 295.167 GB
UsedPct: 95.69 %
MaxDiskUsedPct: 95.69 %
RemoteUsedCapacity: 0.000
Tag: {"location" : "default"}
ErrMsg:
Version: doris-2.1.0
Status: {"lastSuccessReportTabletsTime":"2024-02-19 09:31:43","
— lastStreamLoadTime":-1,"isQueryDisabled":false,"isLoadDisabled":false}
HeartbeatFailureCounter: 0
NodeRole: mix
*khkkkkhkkhkkhkkkkhkkhkkkhkkhkkhkkkkk*x 3 row *khkkkkkkhkkhkkkkkhkkhkkkhkkhkkhkkkk
BackendId: 11024
Host: doriscluster-sample-be-2.doriscluster-sample-be-internal.doris.svc.
< cluster.local
HeartbeatPort: 9050
BePort: 9060
HttpPort: 8040
BrpcPort: 8060
ArrowFlightSqlPort: -1
LastStartTime: 2024-02-19 08:50:36
LastHeartbeat: 2024-02-19 09:32:43
Alive: true
SystemDecommissioned: false
TabletNum: 0
DataUsedCapacity: 0.000
TrashUsedCapcacity: 0.000
AvailCapacity: 12.719 GB
TotalCapacity: 295.167 GB
UsedPct: 95.69 %
MaxDiskUsedPct: 95.69 %
RemoteUsedCapacity: 0.000
Tag: {"location" : "default"}
ErrMsg:
Version: doris-2.1.0
Status: {"lastSuccessReportTabletsTime":"2024-02-19 09:32:04","
< lastStreamLoadTime":-1,"isQueryDisabled":false,"isLoadDisabled":false}
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HeartbeatFailureCounter: 0
NodeRole: mix

3 rows in set (0.01 sec)

& BE T alive K& F true, H version {EAFIMRA, MiZ BE T F LI
e E R AR T FN19E
ERIASINTERESTIRE, HITUT sQuikEEEHIYETRITEES

admin set frontend config("disable_balance" = "false");
admin set frontend config("disable_colocate_balance" = "false");
admin set frontend config("disable_tablet_scheduler" = "false");

FE {88 F metadata_failure_recovery }2 T\, [ /]

Y rELIEIEERY, RSBATAFTEIRSE, JUUEITIEE — MAE visN R AER T = {FH metadata_failure
< _recovery M5B HIZENIE R master e, MKILRIRE 8%,

BB T ER recovery RN /ZTN

1. 3B visN R R1EFENT =
k8s &, FERYPod BXRBHNSHIHAT R0 EHFIT 1052 visN1ER, WM TFEFIR:

the annotations value:

the value not equal! debug

/opt/apache-doris/fe/doris-meta/bdb/je.info.0:19:2025-08-05 03:42:47.650 UTC INFO [fe_
> f35530c4_3ff1_48fe_80d1_cc8e32dbc942] Replica-feeder fe_d8763579_92da_4d72_8c58_4
<> e62b88bdff0 start stream at VLSN: 30

/opt/apache-doris/fe/doris-meta/bdb/je.info.0:21:2025-08-05 03:42:47.659 UTC INFO [fe_
— f35530c4_3ff1_48fe_80d1_cc8e32dbc942] Replica initialization completed. Replica VLSN
< : -1 Heartbeat master commit VLSN: 49 DTVLSN:0 Replica VLSN delta: 50

[Tue Aug 5 06:14:05 UTC 2025] start with meta run start_fe.sh with additional options: '--
<> console'

PAER—ANLHIER re BaIHEBHAI SN IER, HEITS&EAVISN B30 (AEH TSR

start stream at VLSN: ),

2. EERKIET =M pod 1EFEF recovery MIHIFI T =, 3B visN R RERET = pod [5, BTN s
244 pod AINFEE(E recovery M BTNEERE,

kubectl annotate pod {podName} "selectdb.com.doris/recovery=true"

Hrod BREHRBNE, SETaSBmERNGSHIARN --metadata_failure_recovery, ARZ5BA
recovery Y2, 2511,

3. RBIEER, WIMBRE —2RIMAY annotation, BNEET RERESHIATFNEIRIITA,
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RR . RIGERRS, RNEILAIEIT delete pod MIIRNE R, ZERSHEEMEKR, F15F kubelet B
MEFRIE, HBEBHABTBFO Ll H#HIE, 2. FA metadata_failure_recovery BB 5h, FE
EREEENSRK, EERZRNBNZAIERIEN e IRSHSNEIEE, SRR
B/ FE Pod TEIH1T metadata_failure_recovery B5f,

2612 BREFENSER

2.6.1.2.1 ZB2E FoundationDB

FoundationDB &% T Apache 2.0 FHIRIMXAI 77 58 — B F AL ML BRI EIEZE, Doris FE N BIRIUE
FH FoundationDB {E 9 TC BT fifi. Kubernetes FEREFHE N B ERH FE R AIEFE FoundationDB iS5, HEFRMH
MERN: -ENRE (DEYIEN) LEEHE. VSFEEIZE FoundationdB iI5E % Doris FENBE A X
P 14 £ 205 52 FoundationDs SEBY, BB A1IETAHR FoundationD8 B3 BUHLEERN Doris FTZERY Kubernetes 7E
B — NN EEM A, - 1 Kubernetes L ZFZE FoundationDB, FoundationDB B F7 12 Kubernetes FERE I HEIEIRS

fdb-kubernetes-operator,
£ Kubernetes = #B& FoundationDB

7E Kubernetes = ZBZ& FoundationDB %3 J7 4 %51 1. BB& FoundationDB M X RIRE X, 2. 2B fdb-kubernetes-operator
BR55, 3. 8B FoundationDB 5E8%., 4. H1A FoundationDB RS,

%1% ZBZE FoundationDB X FIEE X

BT LA T 854 T % FoundationDB IR E X :

kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/
— config/crd/bases/apps.foundationdb.org_foundationdbclusters.yaml

kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/
— config/crd/bases/apps.foundationdb.org_foundationdbbackups.yaml

kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/

< config/crd/bases/apps.foundationdb.org_foundationdbrestores.yaml

FHALER :

kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/
< config/crd/bases/apps.foundationdb.org_foundationdbclusters.yaml
customresourcedefinition.apiextensions.k8s.io/foundationdbclusters.apps.foundationdb.org created
kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/
~ config/crd/bases/apps.foundationdb.org_foundationdbbackups.yaml
customresourcedefinition.apiextensions.k8s.1io/foundationdbbackups.apps.foundationdb.org created
kubectl apply -f https://raw.githubusercontent.com/FoundationDB/fdb-kubernetes-operator/main/
< config/crd/bases/apps.foundationdb.org_foundationdbrestores.yaml

customresourcedefinition.apiextensions.k8s.io/foundationdbrestores.apps.foundationdb.org created

28 2 & BPE fdb-kubernetes-operator fRS%
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https://apple.github.io/foundationdb/#overview
https://github.com/FoundationDB/fdb-kubernetes-operator

fdb-kubernetes-operator & FE {24 7 A 1P FR T EBE FoundationDB EEBFAYERZE £, 7E doris-operator EEHIRIL T
A FQDN #E T EBZEHY FoundationDB SEBFAEM, PILARETE T &, 1. T EHEBEFEH - M fdb-kubernetes-operator E 73 €
= 37

fdb-kubernetes-operator ZX1A & 5L T FH 1P #% I{ 88 2 FoundationDB Cluster, A LA N & YAML 3 4 fdb-kubernetes-
operator BRIAERE, WIR(EF FQON FREIRT, BIREBEFH XHH{E Dns B30 1T E BILIERIHBZ RN,

wget -0 fdb-operator.yaml https://raw.githubusercontent.com/foundationdb/fdb-kubernetes-
<> operator/main/config/samples/deployment.yaml

- M doris-operator BETE
doris-operator CEPHIEIL TLA fdo-kuberentes-operator 1.46.0 FRZASJoEREAIERERAI,
— BIEIEFEAZPE FoundationDB cluster,

wget https://raw.githubusercontent.com/apache/doris-operator/master/config/operator/fdb-

<> operator.yaml

2. ZBZ& fdb-kubernetes-operator fRS%
E 1L fdb-kubernetes-operator FIERE yaml f§, ERUIT i5S SR fdb-kubernetes-operator :

kubectl apply -f fdb-operator.yaml

serviceaccount/fdb-kubernetes-operator-controller-manager created
clusterrole.rbac.authorization.k8s.io/fdb-kubernetes-operator-manager-clusterrole created
clusterrole.rbac.authorization.k8s.io/fdb-kubernetes-operator-manager-role created
rolebinding.rbac.authorization.k8s.io/fdb-kubernetes-operator-manager-rolebinding created
clusterrolebinding.rbac.authorization.k8s.io/fdb-kubernetes-operator-manager-

< clusterrolebinding created

deployment.apps/fdb-kubernetes-operator-controller-manager created

2345 BBE FoundationDB EEE¥
7E fdb-kubernetes-operator £ EE 12 it T &8 FoundationDB RUEREAEM, BN NS EE T E{EA,

3. T HEREER
M FoundationDB B 75 F &k 1P BT\ ERE £ :

wget https://raw.githubusercontent.com/foundationdb/fdb-kubernetes-operator/main/config/
< samples/cluster.yaml

4. ERIMLERZ ]

« IMRE]A10] dockerhub
RIFE MR A FMESLERBLE MR FQDN #FE, 1545 routing. useDNSInClusterFile
— FERIZER true, EEEWT:
doris-operator FIE 75 B EE P12 i T {# A FQDN 82 FoundationDB FIEBE BRI B3 T H{EMA.
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https://raw.githubusercontent.com/foundationdb/fdb-kubernetes-operator/main/config/samples/deployment.yaml
https://raw.githubusercontent.com/foundationdb/fdb-kubernetes-operator/main/config/samples/deployment.yaml
https://github.com/FoundationDB/fdb-kubernetes-operator/blob/main/docs/manual/customization.md#using-dns
https://github.com/FoundationDB/fdb-kubernetes-operator/blob/main/config/samples/cluster.yaml
https://github.com/FoundationDB/fdb-kubernetes-operator/blob/main/docs/manual/index.md
https://github.com/apache/doris-operator/blob/master/doc/examples/disaggregated/fdb/

spec:
routing:
useDNSInClusterFile: true

- FARIFIRE
EFMIFIET, WRAEEEE ) dockerhub B] M FoundationDB W E F EEPRPREEMNE
& T &, H R FAE B FE P, fdb-kubernetes-operator {fk #fi foundationdb/fdb-kubernetes-operator,
foundationdb/foundationdb-kubernetes-sidecar , &2 FoundationDB {{X i B $% 1% /& fdb-kubernetes-monitor,
HRNFABCERS, 558 fdb-kubernetes-operator B 73 XA E KL IRIREC & XA TRCE.
AISENTEERNMECERKEER:

spec:
mainContainer:
imageConfigs:
- baseImage: foundationdb/fdb-kubernetes-monitor
tag: 7.1.38
sidecarContainer:
imageConfigs:
- baseImage: foundationdb/fdb-kubernetes-monitor
tag: 7.1.38

version: 7.1.38

7E doris operator BEER, S4ET 4 1 FoundationDB FIERER A, BEIAERREIE, FMEIAER
REHE, MEAIREFHE, MRIREFERNECERRIE,

1R 7K - BB FoundationDB A, FoundationDBCluster i3 /& , . spec.version MAZIEE & , B 9 FoundationDB
RHHIERA S, - FoundationDB ETF fdb-kubernetes-operator B8, Z3K Kubernetes EBFZE /D H=
BEEVATFHEESIMESTRER,

28 4% 1 FAIA FoundationDB RS

FoundationDB FTF fdb-kubernetes-operator 22, B] LAIBIT I T &< &EE FoundationDB SEEBFIRZS :

kubectl get fdb

FREALEERANT, #5 AVAILABLE 9 true MIXREEEF T

NAME GENERATION RECONCILED  AVAILABLE FULLREPLICATION  VERSION  AGE
test-cluster 1 1 true true 7.1.26 13m

SXEXELE FoundationDB i/5[8]{5 2/ ConfigMap

{88 F fdb-kubernetes-operator 282 FoundationDB, S7EEPERIARRAZTIE) T AR — MFEHY ConfigMap B2 Founda-
tionDB BYIAIE)E R, X/ ConfigMap BB FEBZE FoundationDB FIFIEBMI L “-config” . ERUTHSEE
ConfigMap:
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https://hub.docker.com/r/foundationdb/fdb-kubernetes-operator
https://hub.docker.com/r/foundationdb/foundationdb-kubernetes-sidecar
https://hub.docker.com/r/foundationdb/fdb-kubernetes-monitor/tags
https://github.com/FoundationDB/fdb-kubernetes-operator/blob/main/docs/manual/customization.md#customizing-the-foundationdb-image
https://raw.githubusercontent.com/apache/doris-operator/refs/heads/master/doc/examples/disaggregated/fdb/cluster-single.yaml
https://raw.githubusercontent.com/apache/doris-operator/refs/heads/master/doc/examples/disaggregated/fdb/cluster.yaml
https://raw.githubusercontent.com/apache/doris-operator/refs/heads/master/doc/examples/disaggregated/fdb/cluster.yaml
https://raw.githubusercontent.com/apache/doris-operator/refs/heads/master/doc/examples/disaggregated/fdb/fdb_product.yaml
https://raw.githubusercontent.com/apache/doris-operator/refs/heads/master/doc/examples/disaggregated/fdb/fdb_product_private_env.yaml
https://github.com/FoundationDB/fdb-kubernetes-operator

kubectl get configmap

TERLE

test-cluster-config 5 15d

12 7R 7E Kubernetes &8, 5 IR FoundationDBCluster RIS S HITHMIEEF L, BIEEELIE
FoundationDBCluster % /&,

26.1.22 ERNICE

FEIBEHFESHAINEE, (LNEEKSHAFEZMATEESHASMMNTRE,
EEEEAFRNEE

Doris T RHVET ﬁ-ﬁzzLJ_HiF'% ZHE LA MysqQL TR ISGE IRTEERY FE T RE1TIRMF. Doris SRIPZE (I RBAC
FINREEVG, TREEEFTERF B Node priv PR, Doris Operator XA {5 3 1 AR B X FREY root A3

FEZEENY DorisDisaggregatedCIuster RFEEMNEFHHATHENEIE, oot BRPRAMERE, FEE
DorisDisaggregatedCluster Z% 2 /REC E B Node_Priv IXPRFVE P BFNZETE, LAfE Doris Operator WEEHHITH
L EIRRLE,

DorisDisaggregatedCluster SRR MM A XN R EEEEH T AMENRAF A, “"EE!:, BiE: MREEEREMN
BN, URMER secret BEMA . BESHEENAFBHNZRBS 53 #iE

- EEBEEREEYIIB root BT ;
. root TERIEET, BN IREREEIENRAVIE root BF;
« B8 root TEBENEERE, 1RE root HF R,

EBERERE root HFPZMG

Doris 23544 root A P AR XIS ECETE fe.conf A, 7E Doris B/RERE R EZE root AP IERRE, DAEIL
Doris Operator BEBS BTN BIRER T m, BIRBUI T T RIRE:

2145 HWIE root JIZEEXRG

Doris Z3F X Y F TN7EFE BUEC B SZIFFRIRE root FHFBIRRRD, BIEAYINZE S 2R AR ER sHA-1 INZESCIH,
RIGSLIRBIGIT «

Java {XRE IR :

import org.apache.commons.codec.digest.DigestUtils;
public static void main( String[] args ) {

//the original password
String a = "123456";
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https://kubernetes.io/docs/concepts/configuration/secret/

String b = DigestUtils.shalHex(DigestUtils.shal(a.getBytes())).toUpperCase();
//output the 2 stage encrypted password.
System.out.println("*"+b);

}
Golang {XCHBSEIR :
import (
"crypto/shal"
"encoding/hex"
n fmt n
"strings"

)

func main() {
//original password
plan := "123456"
//the first stage encryption.
h := shal.New()
h.Write([]byte(plan))
eb := h.Sum(nil)

//the two stage encryption.

h.Reset()

h.Write(eb)

teb := h.Sum(nil)

dst := hex.EncodeToString(teb)
strings.ToUpper(fmt.Sprintf("%s", dst))

tes
//output the 2 stage encrypted password.
fmt.Println("*"+tes)

BNZENZEBREBEEXHERIEER fe.conf P, RIBrE BHSHEEETMIHE, KEEXHU
ConfigMap BIFZTN T & B! Kubernetes 5E8%,

%5 24 M porisDisaggregatedCluster % &

RENXHIZRE T root YIIRLERIG, = Doris FE E— N RBHN/GE root BB RIIENAERY, BT SMASE
Y, Doris Operator 44 {# A root B P BIZFWLKARINT =, B, FEEEZBEM DorisDisaggregatedCluster 1R H7
IEEBFRAMZRS, LAE Doris Operator HIEEEF T =,

- MEEEAN
1% root FA P B NZE 1B B E 2 DorisDisaggregatedCluster Z3JRHAY “.spec.adminUser.name” F “spec.adminUser.password”

FER, Doris Operator 2 HEIF XL BX W B RNIMNEEE, FRANRIKRS ZERMEEERFTNTR
FUERE, ECERIVAT:
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spec:
adminUser:
name: root

password: ${password}

Hr, s{password} A root FIIENNZRERFT,
« Secret F IV
Doris Operator F&{#£{&F Basic authentication Secret RIEE =12 T mBIF P B FIZEHL, Doris Operator & B 145 Secret
AR EHEBRBIEEMAE, SRNEMRSSBRNEXGPRIEFRBMNERD, BTEMNRETHSMASE
£%, basic-authentication-secret i stringData R B & 2 NFER: username ¥l password, fEFH Secret LB & IEAF R
ZRRIZAN T :
a. EEFE{EFIR secret

RN T8N EC & FEE(FE FIRY Basic Authentication Secret :

stringData:
username: root

password: ${password}

HA, ${password} JJ root iR BERIIENIZZZELT,
BT HSIEEHTH secret ZPEEF Kubernetes EEBEH,

kubectl -n ${namespace} apply -f ${secretFileName}.yaml

HM, ${namespace} JJ DorisDisaggregatedCluster 3 /R o 22 ab = HIAR A =8, ${secretFileName} J9 55 Z AR Z /Y Secret

B 4B 5,
b. BCE DorisDisaggregatedCluster ¥ /&

EEEEBERY DorisDisaggregatedCluster iR, FEEEF secret, BLEUT :

spec:

authSecret: ${secretName}

HMA, ${secretName} JEIS root AP BFNZEMBH] Secret B,
ERER BENEIETE root EIRHA TN (EEF)

FEEREERN, MNRRNZE root VIR ERR, B IMELTENE Secret BIANEEEIE root AP FE R/,
Doris 2 23 A5MBN AR 535 BTH7E Doris FEIZERZAF, REZBILFNEF Node_priv #XPR, Doris Operator 45{E A B
SIEMBAFBNZENEREH TS,

- METERI
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https://kubernetes.io/docs/concepts/configuration/secret/#basic-authentication-secret

RIBITEAEEEEZZBER DorisDisaggregatedCluster FXIJR :

spec:
adminUser:
name: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

Hr1, ${DB_ADMIN_USER} hWEEFHZNEZIENEAVA R, ${DB_ADMIN_PASSWD} JFTiEMA FRIZT,

. Secret ATV

a. Rﬁﬁﬁfﬁﬁﬁ E’J Secret

RBUN T &N ECE FE EEFIHY Basic authentication Secret :

stringData:
username: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

Erh, ${DB_ADMIN_USER} JFFCIEERIF %, ${DB_ADMIN_PASSWD} Jo¥iEEF PRIk BN,
{FRHLL TS 45 secret ZR2 21| Kubernetes SE8¥H :

kubectl -n ${namespace} apply -f ${secretFileName}.yaml

Hrh, ${namespace} JJ DorisDisaggregatedCluster xR apBAIAn B8], ${secretFileName} JIFEEEZE M Secret
g EE=S ik

b. EF DorisDisaggregatedCluster £ /&

fE DorisDisaggregatedCluster £3iJf 15 & {EFIRY secret, W FFIR:

spec:

authSecret: ${secretName}

HA, ${secretName} JIEBE R Basic Authentication Secret B &,

BR-BERIBI’RE root FIZED, Doris Operator Rtk AERFA A FIZBEREH TR, 1B
B R MBRFT R,

EBEREGFIRE root B

Doris SRR EEREBfG, BERIRE root AP, FERE—NEBNode_priv AXPREIAF, {&F Doris Operator
Bt BEEERT S, Ll){;ﬁzzﬁﬁfl root PP, BEEAFHENNEBEZTREIEZHAFAHRF
Node_priv iR, BIEAFE, BIIMET E 5 E Secret BEFAVEIEF P FI2B1, F7E DorisDisaggregatedCluster
RRPEE,
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F1 4 EEE Node_priv IXFRRE -
BT MysQL IMSGEIERIRERR, BT T e S eI — MU E Node_priv IXFRAYH P HiZREE,

CREATE USER '${DB_ADMIN_USER}' IDENTIFIED BY '${DB_ADMIN_PASSWD}";

Hr DBADMINySER{DB_ADMIN_PASSWD} I Ei& BT,
FE2w: AFAFPEF Node_priv AXFRE
A MysQL MY EIESIRER, MITN TS Node_priv IR F#F .

GRANT NODE_PRIV ON *.*.* TO ${DB_ADMIN_USER};

HrA, ${DB_ADMIN_USER} BFTEIERIIEF A,
ERAFPRZL, UKMEFINRIFMEER, BESEE T SXAHCREATE-USER B85,

28 34 : BZE DorisDisaggregatedCluster % J&
- MRS/

7E DorisDisaggregatedCluster R PECE A REZE, BT

spec:
adminUser:
name: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

H™, DB4DMINySER{DB_ADMIN_PASSWD} o ¥ A P18 EHYZZE,

. Secret AT,

a. BEE Secret

1R BB YN T A&\ B2 Basic Authentication Secret :

stringData:
username: ${DB_ADMIN_USER}
password: ${DB_ADMIN_PASSWD}

Hrh DBsDMINy;SER{DB_ADMIN_PASSWD} J ¥ A F &% B MR,

{ERALL T 85245 secret ZRE 2| Kubernetes SEE¥ :

kubectl -n ${namespace} apply -f ${secretFileName}.yaml

Hrh, s${namespace} JJ DorisDisaggregatedCluster A R apBAIAR B8], ${secretFileName} JIEZEZE MY Secret
B R,

b. EFIEZ(F Secret BY DorisDisaggregatedCluster 135
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fE DorisDisaggregatedCluster 237 15 E {EFIRY secret, W FFIR:

spec:

authSecret: ${secretName}

:,EJ:F' , ${secretName} jUE‘B%E@ Basic authentication Secret E"]%ffﬁo

&R - BB RIRE root Y, AEREMNAEEETSNAFBNERE, S5EFERS
RENER—IX

{8 A Kerberos TAIE

Doris Operator M 25.5.1 IR A FFIASZ 35 Doris FH D B EEEF (2.1.10 F 3.0.6 S2LAJFhRA) 7E Kubernetes {§£F Kerberos 1A
UE, Doris {8 Kerberos IANMETE E4F F krbs.conf F keytab & . Doris Operator {8 ConfigMap iR IRIE & krbs.conf
N4, {EF secret RIRIEE keytab X, {EH Kerberos INERIZA T 1 1. MR ELE krbs.conf LAY ConfigMap:

kubectl create -n ${namespace} create configmap ${name} --from-file=krb5.conf

namespace* DorisDisaggregatedCluster‘iname} JJ ConfigMap B EIEENRF, 2. MEE S keytab fY Secret:

kubectl create -n ${namespace} secret generic ${name} --from-file= ${xxx.keytab}

namespace‘Dom'sDisaggregatedC’luster‘{name} A secret BEHREMRBF, NREZHHZ N keytab XK,
S kubectl B E Secret SIIE S 4 keytab SAERE— N secret R, 3. BBE& DorisDisaggregatedCluster RE, 18
E'jg krbs.conf B ConfigMap, AR BL & keytab SX{4HRY Secret,

spec:
kerberosInfo:
krb5ConfigMap: ${krb5ConfigMapName}
keytabSecretName: ${keytabSecretName}
keytabPath: ${keytabPath}

krb5Con figM apN ame‘krbb. conf‘C’onfigMap{keytabSecretName} FEE keytab X4 Secret BFF, ${keytabPath}
H secret HEIEFH BB RF IR, XNIRIZEE3E catalog B, 1BIT hadoop.kerberos.keytab ¥§3E keytab A4
XEMEER. Bl catalog IEESEECE Hive Catalog X1,

2.6.1.2.3 BCEERE MetaService

MetaService 22 Doris 7 RN BEB THBEIRAM, TWIHFRIR, (REATFAIER. Metaservice BT LIRS
%, BERATEEAIE, TENBURITE DorisDisaggregatedCluster RIEAEZE MetaService,

Ed & FoundationDB 1j5]9]

IE#E FoundationDB EPEBIMEARE, EEHSNBBEER: - {EH ConfigMap ECE FoundationDB 1311
YNER FoundationDB EE8%#3@ 1T fdb-kubernetes-operator E82, B] H¥&{EF31% Operator £ I EL S FoundationDB
5 el i HERY ConfigMap, RIGIGOTF :
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https://web.mit.edu/kerberos/krb5-1.12/doc/admin/conf_files/krb5_conf.html
https://web.mit.edu/Kerberos/krb5-1.16/doc/basic/keytab_def.html
https://kubernetes.io/docs/reference/kubectl/generated/kubectl_create/kubectl_create_secret/

spec:
metaService:
fdb:
configMapNamespaceName:
name: ${foundationdbConfigMapName}

namespace: ${namespace}

Hrh, ${foundationdbConfigMapName} JJ ConfigMap B &R, ${namespace} JJ FoundationDB EPEMNFRZIE], B
X fdb-kubernetes-operator &% HY ConfigMap, BEEEEFE FoundationDB EETIRYFRENEL & FoundationDB /3 [8]{5
B/ configMap,

- BHIZFZE FoundationDB 15 o)tk
UNER FoundationDB B B IHTEMIEN LERE, NPT AE BETE MetasService BB E FPIETE i/510) it it :

spec:
metaService:
fdb:
address: ${fdbEndpoint}

${fdbEndpoint} JIB] /i8] FoundationDB BY15[E]MIUE R, MIEN BB A TERBESEFENEE
T MetaService ZREFLEN fdb_cluster T4E,

EERS
FEEREHEDIR, MetaService BERRRFIRENRRIMRARR, BHENREE, BREBMNTHRALE:
spec:

metaService:

image: ${msImage}

HrA ${msImage} HIEEIPE R MetaService FIFRIR, 1BfEF Doris B 75 IR EHY MetaService FIR(IRK tag FEE ms
A4,

EEZIR

B LAIEIT Kubernetes FIZ3RPRE J9 Metaservice N ECEERITTERIR, FIUIBRSI 7 4 #% cpu Fll 46i RTF, ECEYN
T

spec:
metaService:
requests:
cpu: 4
memory: 4Gi
limits:
cpu: 4

memory: 4Gi
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https://hub.docker.com/r/apache/doris

B E E I FEEIFZEM DorisDisaggregatedCluster #3 R 4,
EFltEEiEE

Doris-Operator 1831J ConfigMap & &} 40 4 Y /2 B EC & S, Doris-Operator B BJ3E 78 MetaService SR E R B X
FoundationDB FIAEXECE, EALEHILEBMEENLTHFEEXLEER, 1. BIEBE X ConfigMap
BEX— MBI ERNEEEEN ConfigMap, BINEEEXHFIIRBFFWMINA doris_cloud.conf, REIGITF:

apiVersion: v1
data:
doris_cloud.conf: |
# // meta_service
brpc_listen_port = 5000

brpc_num_threads = -1
brpc_idle_timeout_sec = 30
http_token = greedisgood9999

# // doris txn config
label_keep_max_second = 259200

expired_txn_scan_key_nums = 1000

# // logging

log _dir = ./log/

# info warn error

log_level = info
log_size_mb = 1024
log_filenum_quota = 10
log_immediate_flush = false

# log_verbose_modules = *

# //max stage num
max_num_stages = 40
kind: ConfigMap
metadata:
name: doris-metaservice

namespace: default

2. BHBEEXBHERE
1E DorisDisaggregatedCluster IXJRAT, 1B metaService.configMaps $£# FIA configMap, REIUIT :

spec:
metaService:
configMaps:
- name: ${msConfigMapName}

mountPath: /etc/doris

${msConfigMapName} JIELE MetaService BFNEZE AY ConfigMap BFf, EFEIFEEEBE R DorisDisaggregated-
Cluster &8, A& BiREN ConfigMap BUIEE WA /etc/doris , Bl mountPath 3] /etc/doris,
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IR /RTE Kubernetes E8E R, TE ML MetaService BEIEEEE NEIEE fdb_cluster BEBE, Doris
Operator 2 B IEHEKER.

FC & AR 55 IR B A

Doris Operator ATFENBEHRSREEAMBNSKEER: FERNBNFBINEI, s FEHRNE
RHECE 7GRN (LivenessProbe ) AT MERSZEITIRE, SERMAKBIIRESNER, RSFHEFIES,
FAINEBESES(E) 0 180 B, BHRBEELEN 0, FIRUWTRE

spec:
metaService:

liveTimeout: 30

RohiENREE

BB BT R RS BobtET KRR, SRS A EBITIREFER, RSFEEHER. HKiAB
SHABETEY[E) 0 300 ¥, BEEELEN 120, IR TIRE:

spec:
metaService:
startTimeout: 120

26.1.2.4 BCEIBE rE
FEEFENBEATEENETE BB MINER XTI,
REETEZRR

Doris-Operator B EEIR RV ERZ G, re BAIARPRHIZIRIER, 81T Kubernetes Y requests Fl Limits BB B AR S HY
HEZR, B, Jre S scsci iHERREEU T :

spec:
feSpec:
requests:
cpu: 8
memory: 8Gi
limits:
cpu: 8

memory: 8Gi

B EREEEEEEMAFEEIE M porisDisaggregatedCluster BRIREAH,
B2 & Follower (&

FE AR 52 B Follower F[ Observer FIFRAA L, Follower TA 35 sql MEMTIE S FITTEUIBMIEIRFITEME, Observer TE R
5 sql BEMTIESS, 5738 Follower 9B IRAFIBE AN EN1E S, Doris £ bdbje FERAREIRITTEIE, bdbje JEESE
LML paxos IhiNE R, DHAEER, FEEMEZS N rollower TEE5N X NETTHIEEIETE, &
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https://github.com/apache/doris-operator/blob/master/doc/examples/disaggregated/cluster/ddc-sample.yaml
https://kubernetes.io/zh-cn/docs/concepts/configuration/manage-resources-containers/

F DorisDisaggregatedCluster BXiRaRE Doris FE 7 EEERE, Follower BNIAMVEIE 1., BTN TEEIRE
Follower I mHVEIE, 1R E Follower T REE J 3 FIEERAIW T :

spec:
feSpec:

electionNumber: 3

RBIREENEEEIER, electionNumber RAIFIEIY,

BEXBHEE
Doris Operator JB1T Kubernetes B ConfigMap 5% FE BEIEEE, BBES BT 1. BEX—MEE e BIIREEN
ConfigMap, E TR IS

apiVersion: v1
kind: ConfigMap
metadata:
name: fe-configmap
namespace: default
labels:
app.kubernetes.io/component: fe
data:
fe.conf: |
CUR_DATE="date +%Y%m%d-%H%M%S "
# Log dir
LOG_DIR = ${DORIS_HOME}/log
# For jdk 17, this JAVA_OPTS will be used as default JVM options
JAVA_OPTS_FOR_JDK_17="-Djavax.security.auth.useSubjectCredsOnly=false -Xmx8192m -Xms8192m
~ -XX:+HeapDumpOnOutOfMemoryError -XX:HeapDumpPath=$LOG_DIR -Xlog:gc*:$LOG_DIR/fe.
— gc.log.$CUR_DATE:time,uptime:filecount=10,filesize=50M --add-opens=java.base/java
<% .nio=ALL-UNNAMED --add-opens java.base/jdk.internal.ref=ALL-UNNAMED"
# INFO, WARN, ERROR, FATAL
sys_log_level = INFO
# NORMAL, BRIEF, ASYNC
sys_log_mode = NORMAL
# Default dirs to put jdbc drivers,default value is ${DORIS_HOME}/jdbc_drivers
# jdbc_drivers_dir = ${DORIS_HOME}/jdbc_drivers
http_port = 8030
rpc_port = 9020
query_port = 9030
edit_log port = 9010
enable_fqgdn_mode=true

deploy_mode = cloud
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2. BT U T AR S ER=E ConfigMap Bl DorisDisaggregatedCluster FTERAR R =IE]:

kubectl apply -n ${namespace} -f ${feConfigMapName}.yaml

Hr, ${namespace} o) DorisDisaggregatedCluster FrERmBa=Ial, ${feConfigMapName} FEE LiRES
B HBT,

-

3. E#DorisbisaggregatedCluster %8 {# F ConfigMap,7E DorisDisaggregatedCluster iR Hl , BT feSpec
< .configMaps #X£B3E%} ConfigMap, REIGITF :

spec:
feSpec:

replicas: 2

configMaps:

- name: fe-configmap

187K 1. Kubernetes BRER, EIIRERTLEEZIRM meta_service_endpoint A cluster_id g
&, Doris-Operator X EFNARINIERIER. 2. Kubernetes ZPER, BENXBIEER, WINIRTE

enable_fqdn_mode=true,

Viie)icE

Doris-Operator {88 Kubernetes R Service 12 i vip #2219 E128008E ], U T =FMITIMRITIEIN: ClusterIp
. NodePort. LoadBalancer . ####### ClusterlP RRT\7E Kubernetes | ERIA{E R ClusterlP 15[0]4R =, ClusterIP 15[0]
FRIUTE Kubernetes SEBF AR T — AN PERMIHE, 1ZMIEVE S BRSZTE Kubernetes NEBHY,

%15 EEE Clusterlp

ZXHEL R, Doris £ Kubernetes /3 FH ClusterlP 1510)AR =, FAFP LEENIMEKREN v ERZIRTIN, #asaannst 55 2
1 FREY service Vhlo) U EREEEEES, BT LA T AR SR BAEE FE RER service:

kubectl -n doris get svc

TPLREERITF:
NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S)
N AGE
doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP
— 14m
doriscluster-sample-fe ClusterIP 10.1.118.16  <none> 8030/TCP,9020/TCP,9030/

— TCP,9010/TCP 14m

£ EREER A, B internal f548HY Service {X it Doris AERBEER (WMOMFEIER R ) AN ER,. %
internal J5 8284 Service B3 F M EB1A518] FE ARSS,

E3¥: EAEZIMERIAR] Doris
ERINT S EZ IR Kubernetes EEFREIEZ—MNE AR MysQL E F ik Pod:
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https://kubernetes.io/docs/concepts/services-networking/service/#type-clusterip

kubectl run mysql-client --image=mysql:5.7 -it --rm --restart=Never --namespace=doris -- /bin/

< bash

ERSBEAEE, vJLABIT AR AEE internal 555 Service B FRIEFE Doris EE8E:

mysql -uroot -P9030 -hdoriscluster-sample-fe-service

NodePort

£ 3 M Kubernetes SE8$4MEB1/510] Doris, BIfEFH NodePort FYFR TV, NodePort’fﬁTﬁ?—:ﬂﬁﬂ@EﬁfiT FEBEEN
mANEMNSBEENKEONER., - NSBENIKOPE: NREKXERIEE KOS, Kubernetes%EﬂJ i
—MEENREEANRO (BRIAEE 9 30000-32767 ), -H$/|_,\TEEEU|,,7E‘ED Y2 : MNRERIEE T im O BRET,
HBEENIFEORESBETLT PRI, Kubernetes REE N EC1ZiRH, B2ESHEEZXIIRE DE%%, Doris 2k
INRHEUTIROBFSIHMNERE

P MEZE ZKilmOA I (] HA
Query Port 9030 FAFi8id mysqL 1Y iAB] Doris SE 8%
HTTP Port 8030 FE LRI http server im0, FAFEB FEMER

% 14 : BCE FE NodePort

- SN ERE:

spec:
feSpec:
service:

type: NodePort

- BSNERER:

spec:
feSpec:
service:

type: NodePort

portMaps:

- nodePort: 31001
targetPort: 8030

- nodePort: 31002
targetPort: 9030

2245 KB Service
SEHIBETNG, BIIUTHRSLESE Service :

kubectl get service
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https://kubernetes.io/docs/concepts/services-networking/service/#type-nodeport

IREILRIT:

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
— AGE
kubernetes ClusterIP 10.152.183.1 <none> 443/TCP
— 169d
doriscluster-sample-fe-internal ClusterIP  None <none> 9030/TCP
— 2d
doriscluster-sample-fe NodePort 10.152.183.58 <none> 8030:31041/TCP

— ,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP  2d

28 345 {EF NodePort i5[8) Doris

BA mysQL i3 A1, Doris B Query Port BRET 278 FH1um O 31545, BEFFKEXZ! Kubernetes EEEH{E— node AY 1P 3t
e, FlaNE:

kubectl get nodes -owide

ANEAE

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP 0S-IMAGE
< KERNEL-VERSION CONTAINER-RUNTIME

reo Ready control-plane 14d v1.28.2 192.168.88.60  <none> Cent0S Stream 8
> 4.,18.0-294.e18.x86_64 containerd://1.6.22

rel Ready <none> 14d  v1.28.2 192.168.88.61 <none> CentOS Stream 8
> 4.18.0-294.e18.x86_64 containerd://1.6.22

re2 Ready <none> 14d  v1.28.2 192.168.88.62  <none> Cent0S Stream 8
<~ 4.,18.0-294.e18.x86_64 containerd://1.6.22

rée3 Ready <none> 14d  v1.28.2 192.168.88.63  <none> CentOS Stream 8

> 4.,18.0-294.e18.x86_64 containerd://1.6.22

FERAETE—T S80I (U192.168.88.62 ), 1WIiTLA F &5 1% Doris EEE%:

mysql -h 192.168.88.62 -P 31545 -uroot

LoadBalancer

LoadBalancer iRVIEF T = A/ Kubernetes I51R, BHZARSZH IR ATIIERE, swvnmne B BE
LoadBalancer ¥R\ E feSpec.service FIIRE I J LoadBalancer, W TFAT/R:

spec:
feSpec:
service:
type: LoadBalancer
annotations:

service.beta.kubernetes.io/load-balancer-type: "external"

% 24 FKBYL Service

EEEHRE, BULLTHESES service:
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https://kubernetes.io/docs/concepts/services-networking/service/#loadbalancer

kubectl get service

TOIRELER:

NAME TYPE CLUSTER-IP EXTERNAL-IP
— PORT(S)
— AGE
kubernetes ClusterIP 10.152.183.1 <none>
— 443/TCP
— 169d
doriscluster-sample-fe-internal  ClusterIP None <none>
— 9030/TCP
— 2d
doriscluster-sample-fe LoadBalancer  10.152.183.58
— ac4828493dgrftb884g67wgdtb68gyut-1137856348.us-east-1.elb.amazonaws.com
—» 8030:31041/TCP,9020:30783/TCP,9030:31545/TCP,9010:31610/TCP  2d

26 34 {EFH LoadBalancer 15]0]
BA mysQL iZEHE A, {BRi% Query Port BN TR [0 9030, MIBTERIN T a5 <3&E #E Doris 5E8%:

mysql -h ac4828493dgrftb884g67wg4tb68gyut-1137856348.us-east-1.elb.amazonaws.com -P 9030 -uroot

RATFE

FRIABRER, FE ARSSER Kubernetes B EmptyDir {E R TTEIEFEIRTN. T EnptyDir RARIFFHALFER
N, REEBRRBIBEBRER. A TRIEFE TRIEEEBRTEXR, FBELRERAWFME, #wnwms (ERTF
fEHRAR B ) £ R E R AR B ST RIEEITIHAMKEKER, =0T

spec:
feSpec:
persistentVolumes:
- persistentVolumeClaimSpec:
# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 200Gi

{ERM LR EEREERES, Doris Operator B A HEHE R ( XA J /opt/apache-doris/fe/log ) AR ITE
B3R (BKIAA /opt/apache-doris/fe/doris-meta ) EHIFAMNFME, NREEENENLERERETE
THESTHIEE R, Doris Operator 2 BTN RITHHITH R, HAMNWFAERH storageClass 1R, B BAEE
storageClassName 8 € FTEEHY storageClass,

BEXEHARE

Doris Operator SZ#53F#E# B Rt 1T MEMTFMEERE, 7 BT HERERBE XFHEECEEH 3006i FIFEHAE,
RTTEE B RERFAERIRIER 20061 FITFEMEE :
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https://github.com/apache/doris-operator/blob/master/doc/examples/disaggregated/cluster/ddc-sample.yaml
https://kubernetes.io/zh-cn/docs/concepts/storage/volumes/#emptydir
https://kubernetes.io/docs/concepts/storage/storage-classes/

spec:
feSpec:
persistentVolumes:
- mountPaths:
- /opt/apache-doris/fe/log
persistentVolumeClaimSpec:
# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 300Gi
- persistentVolumeClaimSpec:
# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 200Gi

B/R%E mountPaths AR, MRRHIEFMBEEE HIEREE,

ISV SIA=FS
MRAFRERASHANL, MUGLERERSH, NeJEEWT:
spec:

feSpec:

logNotStore: true

26.1.25 EEEITEE

FEDEEEPR, 1TELH (compute Group ) AFHIBEAHEENREMRPIRIBUARSEBNE, 1TEAE
Z BB ERE,

RETTEALE

HEBE AN — AR EFHETESIBESES, EACE DorisDisaggregatedCluster IR, HIAEBMTEHIZE
HW—RRR, H—IRRATHRITEENBNR, —BiREELEEN., —MxERITEARE BT 3 MAES
43, uniqueld, image, replicas, BECE T :

spec:
computeGroups:

- uniqueld: ${uniqueld}
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image: ${belImage}

replicas: 1

${beImage} JEFE BE FRSZAVIRGItuL, 15{FEH apache doris B iR GEERMAVRMR, ${uniqueld} HiTELH
FIE— MRt 2T EHE R, RN A a-2A-21[0-9a-2A-Z_1+, replicas ATTE AN BE IRSZ T =AU E,

EZItHEH

DorisDisaggregatedCluster R FFAREZ EITEAH, SEHEHZEMEEMY, U FTRRTHEINH
cgl # cg2 METTEHMRRERY:

spec:
computeGroups:

- uniqueld: cg1
image: ${belImage}
replicas: 3

- uniqueld: cg2
image: ${belImage}
replicas: 2

HA1, BFR g WITEHEBRIRE D 3, BFA cg2 BITTEHEBIAL ) 2, ${beImage} RRABEHY BE ARSF R
&, RETEAZEHEERY, BRNE-FESBEHTSTELENR se RSAEANFERERIT .
HTERRECE

FEIBIRIASE AT, 2B e RSBEABIH E LT RIBRE, DorisDisaggregatedCluster ] Kubernetes

Hresources.requests Fl resources.limits ¥§E cPU FIATFHRIR, FIU0, BBERIA cg1 BITTELH Be BI{EH 8c 8Gi 1Y
RE, BEWT:

spec:
computeGroups:
- uniqueld: cg1
requests:
cpu: 8
memory: 8Gi
limits:
cpu: 8

memory: 8Gi

B EAREEEE I FEEEBEMIporisDisaggregatedCluster HIRH,
ARk E

KANBERT, TEERSEENIMEMARSS., Doris Operator £ DorisDisaggregatedCluster HIFEPRITELR
R H Service fE R IBEIFINKIE, Service B =MITIMRIRIZETN ClusterIP, NodePort, LoadBalancer, ######i#
ClusterIP 7E Kubernetes - ERIA{EFH ClusterlP 5042\, Clusterlp A [BI#R TV Kubernetes SEB¥ AR T — N WERIHE
Ht, iZHHEE J9 BRZ TE Kubernetes A ERHY,

%19 BEBEER ClusterlP fEA Service FHY
Doris BIAZE Kubernetes 28 Clusterlp (5183, PP FERBMIMEBENTTRER, #ewwnnss 5525 1 3REN senvice
P BEERE, BT THSTUSE I HARSIINREEL Service:
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https://hub.docker.com/r/apache/doris
https://github.com/apache/doris-operator/blob/master/doc/examples/disaggregated/cluster/ddc-sample.yaml
https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/#requests-and-limits
https://kubernetes.io/docs/concepts/services-networking/service/#type-clusterip

kubectl -n doris get svc

ELERITF:
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
— AGE
test-disaggregated-cluster-cgl ClusterIP  10.152.183.154  <none> 9060/TCP

— ,8040/TCP,9050/TCP,8060/TCP  2d

ELERLERAP, FKEXT namespace JJ doris N, uniqueld Jg cg1 BYNFSMa] 5B FHAY Service o
NodePort

ZZE M Kubernetes EEBEIMERiJ518] Doris, B] BAIERE NodePort FIE T, NodePort EVIRMAMEES RN : B5BE
MmO RSB ENIROANE, -ISBEENIROSE: NRRERZEIROBET, Kubernetes RTESIE
pod BBt BB —NEEV R MERNEO ( FKIASEEH 3000032767 ), - FSBEENIKONE: WRER
FEE T OMEY, HBEENOKRESHABT HEME, Kubernetes REIE DB ZIFO, BSHEEZMXI
im O BRET, Doris REUTIHOBTFEIISRE

MR ik O im O fEd
Web Server Port 8040 BE LBV http server i, AFEEBEFEERE
BAASNEERE
B A cg1 BT ELBFRSHECE NodePort A0 RLI0TF +
spec:
computeGroups:

- uniqueld: cg1l
service:
type: NodePort
portMaps:
- nodePort: 31012
targetPort: 8040

LFRRRER, EFiHEHBF N g1 B9 BE MWK O 8040 BREFBITEENAY 31012 B [, #aswns NS E BN
cg! BT ELANASECE NodePort 1510)HRI0 T :

spec:

computeGroups:

- uniqueld: cg1
service:

type: NodePort

LoadBalancer

LoadBalancer HTiE T = E SR Kubernetes M8, RHTIRSHIRMHA A FTIEZE, 7£ computeGroup. service
1% B2 LoadBalancer, W1 FET/R:
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https://kubernetes.io/docs/concepts/services-networking/service/#type-nodeport
https://kubernetes.io/docs/concepts/services-networking/service/#loadbalancer

spec:

computeGroups:

- uniqueld: cg1

service:

type: LoadBalancer
annotations:

service.beta.kubernetes.io/load-balancer-type: "external"

BEXENEE

1.

BE X Bl 235152/ ConfigMap
ZIASBEF ’ FMTELEDN se RBERRGNIVEINRBEX S BRI, Doris Operator {8 A8 Kubernetes B4
ConfigMap SREEH B E X BINEXH. U TRRT— BE IRSEIERRY ConfigMap 7~ :

apiVersion: v1
kind: ConfigMap
metadata:
name: be-configmap
labels:
app.kubernetes.io/component: be
data:
be.conf: |
# For jdk 17, this JAVA_OPTS will be used as default JVM options
JAVA_OPTS_FOR_JDK_17="-Xmx1024m -DlogPath=$L0G_DIR/jni.log -Xlog:gc*:$LOG_DIR/be.gc.log.
<> $CUR_DATE:time,uptime:filecount=10,filesize=50M -Djavax.security.auth.

<> useSubjectCredsOnly=false -Dsun.security.krb5.debug=true -Dsun.java.command=

{

DorisBE -XX:-CriticalJNINatives -XX:+IgnoreUnrecognizedVMOptions --add-opens=

~N

java.base/java.lang=ALL-UNNAMED --add-opens=java.base/java.lang.invoke=ALL-
UNNAMED --add-opens=java.base/java.lang.reflect=ALL-UNNAMED --add-opens=java.
base/java.io=ALL-UNNAMED --add-opens=java.base/java.net=ALL-UNNAMED --add-opens=
java.base/java.nio=ALL-UNNAMED --add-opens=java.base/java.util=ALL-UNNAMED --add

-opens=java.base/java.util.concurrent=ALL-UNNAMED --add-opens=java.base/java.

UNNGIN

~N

util.concurrent.atomic=ALL-UNNAMED --add-opens=java.base/sun.nio.ch=ALL-UNNAMED
--add-opens=java.base/sun.nio.cs=ALL-UNNAMED --add-opens=java.base/sun.security.

action=ALL-UNNAMED --add-opens=java.base/sun.util.calendar=ALL-UNNAMED --add-

Fefd

opens=java.security.jgss/sun.security.krb5=ALL-UNNAMED --add-opens=java.

> management/sun.management=ALL-UNNAMED"

file_cache_path = [{"path":"/opt/apache-doris/be/file_cache",6 "total_size":107374182400,"
> query_limit":107374182400}]

deploy_mode = cloud

2.

FENESEE st RENBNREYNNZE file_cache_path, BABESEBEEFENEBME be. conf BT,

ZFZE configMap
FERN T RSB E X BB EE R ConfigMap E8E 2 Kubernetes EE8¥H :
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kubectl -n ${namespace} -f ${beConfigMapFileName}.yaml

${namespace} JJ DorisDisaggregatedCluster Hf & K& B = (8], ${beConfigMapFileName} I B R B E X
ConfigMap BY3Z {4 %5,

3. B #fiDorisbisaggregatedCluster #XiRLA ConfigMap, ECEUNT :

spec:
computeGroups:
- uniqueld: cg1
configMaps:
- name: be-configmap

mountPath: "/etc/doris"

RARBINEENIIELE] “/etvdoris” HET.

BANFEEE

ZRIAERE S, BE ARSZfER Kubernetes B EmptyDir fEARRSBHVEF. EmptyDir IRARIEF/ANEFMEER, RS
ERREFNRESELENEINERER. ATRIEERSEERFEFRIEARAEL. BEEMERE
X, SENEFHEHITIHAMEFME, e RENBEEZESBHANERY, t2EABMEEH Loc_DIRTE
ERB R, streamload IR ZEANSEF /opt/apache-doris/be/storage fEABIBHEEFME, HERZER
EEEEENBIEELX, EENNNEANIEEHFALEFE,

BT AERA
AT AFBER A RIEERFS A ERNR B

spec:
computeGroups:
- uniqueld: cg1
persistentVolumes:
- mountPaths:
- /opt/apache-doris/be/log
persistentVolumeClaimSpec:
# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 300Gi
- mountPaths:
- /opt/apache-doris/be/storage

persistentVolumeClaimSpec:
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# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:

requests:

storage: 300Gi
- persistentVolumeClaimSpec:

# storageClassName: ${storageclass_name}
accessModes:
- ReadWriteOnce
resources:

requests:

storage: 500Gi

EFiARREF, BEBERERABTE XMEFAEE & EH 3006 F7EERIE, wAL AR StreamLoad S ABHMERRIB R
FCEHEH 3006 ITFEMIE, METHERWERFMEERIER sooci BITF B,

#B/RE mountPaths BEANZE, WRRIFFMHEEENRRECE.

ARAMLEE
MRAFBRFETIHAMN, MRELERERL, WaIREWNT:
spec:

computeGroups:

- uniqueld: cg1
logNotStore: true

2.6.1.2.6 ERBEFE T E Doris EEEE

£ Kubernetes FEREBRAEFEIBEEHEH S D42 1. BPEAES, FTEBIELIKR FoundationDB 58, 2. EiE
Doris Operator, 3. 285 Doris (FE N BEEE, 4. CIEEMEIR,

B9 NEAES

7E Kubernetes FEREFE N BEEHEEZIRAIZFEYF FoundationdB, - (IEF ) MRFEAVIREENRE, TE
{RIZHNZZEEMEHE Kubernetes 52 8% FHYARSZ 1/10], FoundationDB TEHEE L HIZEEBESERFE N BIE X EFEL
EFLESZMELRIN A, - 7E Kubernetes L EFEBIESETE Kubernetes L2 FoundationDB,

%25 EBE Doris Operator

1. FRBIRENX

kubectl create -f https://raw.githubusercontent.com/apache/doris-operator/master/config/crd/bases
— /crds.yaml
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MREZHEBIEFENBEHBERAWN TGRS TRAREN:

kubectl create -f https://raw.githubusercontent.com/apache/doris-operator/master/config/crd/bases

< /disaggregated.cluster.doris.com_dorisdisaggregatedclusters.yaml

2. BBE Operator 5z RBAC )10

HITUN T a5 S 2B Doris Operator Sz EL{{K#AY RBAC KM £

kubectl apply -f https://raw.githubusercontent.com/apache/doris-operator/master/config/operator/

< disaggregated-operator.yaml

ERES BT LA T &S 12 E Operator Pod JRZ:

kubectl -n doris get pods
NAME READY STATUS RESTARTS AGE
doris-operator-6b97df65c4-xwvw8 1/1 Running 0 19s

F3y: BEGEDEEE
1. FHEBEHHI
M Doris Operator & FE T £ EAIABREF¥41 :

curl -0 https://raw.githubusercontent.com/apache/doris-operator/master/doc/examples/disaggregated
~» /cluster/ddc-sample.yaml

2. BB & FoundationDB 15[0{F 8

Doris TFE 7 B hRA{EFH roB 1ZfETCEIE, 7€ DorisDisaggregatedCluster B4 spec.metaService.fdb IR
MEEESI: -EEEV5Oitut
# FoundationDB EBZ TE Kubernetes 9MEB, B] E1EFCE FoundationDB B/ (o)t :

spec:
metaService:
fdb:
address: ${fdbAddress}

H A, si{fdbAddress} J9 FoundationDB { A & F i By i [m sk, Linux VI EKIASBENB A T EMEE /etc/
< foundationdb/fdb.cluster, B]E3% FoundationDB X cluster file B9 48 T R IFLAE 2,

- EEE B 21552/ ConfigMap
{88 A fdb-kubernetes-operator Sf 2 FoundationDB, fdb-kubernetes-operator R{ESREN AT B FERM —
METER), BE FoundationDB 1B B H Configap, 4EALH ConfigMap B HF F9EBE Foundationds HIZTIRE
ML “config” , SN{AIIREX ConfigMap, 1HEE XY FoundationDB 7E Kubernetes £ E3& YA 0]1E B 3K
HYE TS, KB ConfigMap MG R BIFI BTG, BIRBUITHENECE DorisDisaggregatedCluster HXiR:

spec:
metaService:
fdb:
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configMapNamespaceName:
name: {foundationdbConfigMapName}

namespace: {namespace}

H A, foundationdbConfigMapName'fdb — kubernetes — operator“ConfigMap‘{namespace}
ConfigMap FRERIAR R (8],

3. BB & DorisDisaggregatedCluster 5 J/&

IRIETFEDE Kubernetes BRE AR : - TTRURECEETIECE metaService; - FE R E R T H1T re MBECE;
-HERRARES HHITHEXARENEE,
ERExNE, FRINTHSHE:

kubectl apply -f ddc-sample.yaml

MEARTRGE, FEEHENERTN, MEERNT:

kubectl get ddc
NAME CLUSTERHEALTH FEPHASE CGCOUNT CGAVAILABLECOUNT
< CGFULLAVAILABLECOUNT
test-disaggregated-cluster green Ready 2 2 2

B4 QIBZIEFMEEIR

SHBMRE, EERTHENISQLEE, KB AN REFMIENIFIAEFMEEIR (Doris #iZ J9 vault ),
s 1. FREY FE Service BIA IR A ERB R, BT TS EIKPT1A19) FE ARS3HY Service:

kubectl get svc

NGk

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
— AGE

test-disaggregated-cluster-fe ClusterIP 10.96.147.97  <none> 8030/TCP, 9020/
<~ TCP,9030/TCP,9010/TCP 15m

test-disaggregated-cluster-fe-internal  ClusterIP  None <none> 9030/TCP
— 15m

test-disaggregated-cluster-ms ClusterIP 10.96.169.8 <none> 5000/TCP
— 15m

test-disaggregated-cluster-cgl ClusterIP 10.96.47.90 <none> 9060/TCP, 8040/
<~ TCP,9050/TCP,8060/TCP 14m

test-disaggregated-cluster-cg2 ClusterIP  10.96.50.199  <none> 9060/TCP,8040/

< TCP,9050/TCP,8060/TCP 14m

BHARARTE “internal” [FZEHI service J94hERS10l{E FIEY Service o
2. 81T MysQL E P imiEE
7E Kubernetes EEB¥ Bl —1NBLE MysQL Client B9 Pod, FFiFEA Pod AER:
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kubectl run mysql-client --image=mysql:5.7 -it --rm --restart=Never -- /bin/bash

7E Pod NERfEFT Service BB $%1% 4% Doris £ 8% :

mysql -uroot -P9030 -h test-disaggregated-cluster-fe

3. FFERRIREIE (vault)
T sqL &< BIEESZHF 53 MBI RIFAEE S vault, REIUNTF:

CREATE STORAGE VAULT IF NOT EXISTS s3_vault
PROPERTIES (

"type"="S3",

"s3.endpoint" = "oss-cn-beijing.aliyuncs.com",
"s3.region" = "bj",

"s3.bucket" = "bucket",

"s3.root.path" = "big/data/prefix",
"s3.access_key" = "your-ak",

"s3.secret_key" = "your-sk",

"provider" = "0OSS"

E

BXREMFHEEIRNEIZBMREFEFMAUR, BEEFENBEXEPHIEIE storage Vaulidhsy. REIIATF
figlgim, <LUWT:

SET {vaultName} AS DEFAULT STORAGE VAULT;

HAp, (vaultName} AFHEERRY vault BB, LLANEIEREIPHY s3_vault,

262 = LERELEEE

2.6.2.1 Doris on AWS

BT AEKRSKIE aws _ERIFERLE Doris, IR T CloudFormation #8AR ( CFT), AIFHRIEBINFITITERE, (FHE
R, REFLVWERE, HTUBNEE Aws FIR, FHBE) Doris E£E%,

R, eI BTIEXE aws FIE, RAMMENFoHNHITERHESE,

BRI ZHFED BRI RFENE

2.6.2.1.1 T4 2 AWS CloudFormation ?

CloudFormation SFAF REA— NS B UCIE—1 “RFRHERK" ., XERIERAFPEIENERA (WEee =
B, vec, FMEE), —HXHMREMTDER, AFPRURE —MENR, EHEUWERSitREBRAFPINE
BET— MNP REIE—NZREN, XLEFEMCIEFBEEEER, MARIESE, —NIEFEF, FHETLAMGHE
WBNBERBEMRAZES, EEMHERREEEEETEMAEN.
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2.6.2.1.2 {T4 2 Doris on AWS CloudFormation ?

81 Doris }2 £ T Doris CloudFormation Template, J5{EFE P B 1E{F X MEMR ] ATE Aws _EREZEEIE Doris HHX
hRARIEEEE, CAMERISERFIHY Doris THEE,

=,
EE

EF cloudFormation ¥J%E Doris EEB¥RUARMR, ZEIIN Z$F us-east-1, us-west-1, us-west-2 X 15,
Doris on AWS CloudFormation EEZFHFMiX e E KIS, BAERTEFINE,

26213 EHILEE

- HWEZERERY veC F0 Subnet
- FRAERRE T =AY key pair

« EREFHRSIETT 53 AY VPC Endpoint Interface

26214 FUAERE
1. AWS ZHI1E £, 3 CloudFormation, ST Create stack

CloudFormation > Stacks > Create stack

Create stack

Create stack

¥ Prerequisite - Prepare template
Specify stack details

s Prepare template
i Every stack ased on a tem

Configure stack options
© Template is ready ) Use a sample template Create template in Designer

Review and create

Specify template

Atemplate is a JSOM or ¥AML file that describes your stack's resources and properties.

Template source

© Ama Upload a template file ) Syne from Git - new
Provic Upload your template directly to the cansole. Sync a template fros

‘Amazon 53 URL

https://sdb-cloud-third-party.s3. idoris-cf/ fon. S

53 template URL

S3URL: https://sdb-cloud-third-partys3 om/doris-cf d yaml View in Designer

Cancel Next

8: FFHAERE -Aws F=HI & A CloudFormation

3% B Amazon S3 URL Template source, 1EE Amazon S3 URL Jg N EIIREMR §%i%
https://sdb-cloud-third-party.s3.amazonaws.com/doris-cf/cloudformation_doris.template.yaml

2. EEERRBB RS
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CloudFormation > Stacks > Create stack

Step1
Create stack

Step2

Specify stack details

step'3
Configure stack options

Step 4
Review and create

Specify stack details

Provide a stack name
Stack name
doris
Stack (AZ and 3-2), d dashes (.
Parameters

Paramaters are defined in your template and allew you to input custom values when you craate or update a stack

Network configuration

WPCID
D of your existing VPC for deploymentle g, vpe-1d990584)

I VRc-01b44727828616381

Public Subnet ID

1D of public subnet in Avaslability Zone for the ELS load balances (e.g. subnet-8be642ac)

l subnet-03c8fe3278ec0azb8

EC2 configuration

Key pair name

bl paies allow you 1o your It launches.

l test-doris

o EEERIRMWEAKRSE

Environment configuration

Version of Doris
Varsian of Doris

210

Doris Cluster configuration

Number of Daris Fe
busmber of Doris Fe

‘ 1

Fe instance type
Amazon EC2 instance type for fe instances.

‘ large

Number of Doris Be
Number of Doris Be

Beinstance type
Amazon EC2 instance type for be instances,

‘ tlarge

Fe configuration

SysLog Level
SysLog Level, please select from the drop-down menu

‘ INFO

Meta data dir
Dir to save meta data, please fill it in the absolute path

‘ feDefaultMetaPath

& 10: EEERIRFIBIFSEL
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BE configuration

Sys Log Level

INFO v
Volume type of Be nodes
EBS volume type (data) to be atta
ap2 v
Volume size of Be nodes
£85 volume size {dato) to be a
50
Cancel Previou s Next

1 EERRVEFSE

FESHURIT:

- vrCID: EEBEZIAY vPC

« SubnetID: EEFEMIFW

« Key pair name: FASKEIEZBESRY BE F0 FE 15 52/ public/private key pairs
+ Version of Doris: BEREERERY Doris fRAS, tEyl2.1.0, 2.06F

« Number of Doris FE: FE BY/NEY, HRIRERIA R BEIERE 1 14N FE

« Feinstance type: FE BT 288, RIAREENIAE

« Number of Doris Be: BE T3 AU, BTLAIERE 1 & 3 4

« Beinstance type: BE FUTIAZER, FIUARAEIAME

* Meta data dir: FETVRRITTEIEE R, PIARARIAE

« Sysloglevel: IRBERARATRIEFR, v UEREKIAR info

+ Volume type of Be nodes: BE T3 safE%] EBS A volume type, BETSENAER —REIE, SJUAEREIAME

« Volume size of Be nodes: BE 17 s ¥£% eBS 9K/, Bl 6B, BJLAEAZKIAE.

26215 EPEIE, WMMEENIERE
1. BRERMINEMRRIT
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on > Stacks > deris doris @ X

[ Stacks (7) c | I Delete ‘ | Update H Stack actions ¥ H Create stack ¥
ENlaratani Stack info Events Resources Outputs Parameters Template Change sets Git sync - mew
| Q Filter by stack name ‘ IA:uve v | D View nested
1 =
Events (41) e lJG
Stacks
Q Search events l ®
NESTED
- doris-BeStack-1WIWTHWPTGZFZ Timestamp P Logical ID | status Detailed status Status reason
= 2024-03-27 15:41:15 UTC+0BOD
-03-27 15:51:
(© CREATE_IN_PROGRESS il doris © CREATE_COMPLETE - -
UTC+0800
NESTED
doris-SecurityGroupStack-TDINWPWEJTHO i 2024-03-27 15:51:43 — P m—
= | % H
by 2024-03-27 15:40:15 UTC+0B00 UTC+0800
©) CREATE_COMPLETE 2024-03-27 15:46:30 ion Initi
FeStack (D CREATE_IN_PROGRESS - Resource creation Initiated
UTC+0800
NESTED
doris-BastionStack-14ZZUOHZVIKUH ST —
O 2024-05-27 15:37:36 UTC+0800 g e FeStack (D CREATE_IN_PROGRESS : 3
(© CREATE_COMPLETE
2024-03-27 15:46:28 ;
s i BeStack (D) CREATE_COMPLETE - -
o 2024-03-27 15:36:41 UTC+0800
4 2417
© CREATE_COMPLETE a:i;::;’ s BeStack (© CREATE_IN_PROGRESS - Resource creation Initiated

12: AT SR AR

2 (ORI E, $HKE Fe B0iEEAE, XANMEIFAR, M FEoutputs B, BIUAEFRIMUE S 172.16.0.97,

CloudFormation > Stacks » darls doris ® x
= Stacks (2) | e} | Delete H Update || Stack actions ¥ H Create stack ¥ ‘
o, iayis Stack info Events Resources Outputs Parameters Template Change sets Git syne - new
Q Filter by stock name | ‘Aﬂlv: v | @O View nested
13
Resources (1)
Stacks
HQ FoStack l x 1> @

NESTED

dorts-FeStace QSESGARFTTAP. Logical ID a | Physical D v | Type v | status v | Module v
O a02a082715u630 Utcens00

© CREATE_COMPLETE amiaws:cloudformation:us-

wes

NESTED 2:757278738533:stack/doris-

doris-BeStack-1WIWTHWPTGZFZ y  Festack Aws:CloudFormation: Stack (© CREATE_COMPLETE
O sssosarisasuicsoss QSESGABP774P/1fBdBE50-

(@) CREATE_COMPLETE ecOe-tee-aash-

= oas2caciosaf [4

NESTED

doris-SecurityGroupStack-TDINWPWEITHO
o
= 2024-03-27 15:4015 UTC40800

13: 33 FE B0 E DL
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CloudfFarmation > Stacks >
d FeStack-QSESGASP774P

[ Stacks (8)
i Q. Filter by stack name
Filter status

{Amve v | @ View nested

1

Stacks

NESTED
doris-FeStack-QSESGA8BP774P

2024-03-27 15:46:30 UTC+0800
© CREATE_COMPLETE M

NESTED
doris-BeStack-

~ TWIWTHWPTGZFZ
2024-03-27 15:41:15 UTC+0800
© CREATE_COMPLETE
NESTED

doris-SecurityGroupStack-
TDINWPWEITHO

2024-03-27 15:40:15 UTC+0800
@ CREATE_COMPLETE

o

NESTED
doris-BastionStack-

CloudFormation » Stacks »
doris-FeStack-QSESGABP774P

[ Stacks (8) ¢}
Q Filter by stack name

Filter status
‘A(tive v | @ View nested

1

Stacks

NESTED

doris-FeStack-QSESGABPT74P

2024-03-27 15:46:30 UTC+0800

(©) CREATE_COMPLETE "

3. JEIZEERZE MY Doris Cluster, Doris B CloudFormation B8 & fGHY—LEE

doris-FeStack-QSESGA8P774P @ X

[ Delete I { Update ‘ | stack actions ¥ ‘ I Create stack ¥
Stack info Events Resources Parameters Template Change sets Git sync - new
Overview |
Stack 1D Description
am:aws:cloudformation:us-west-2:7572 78738533 stack/doris-FeStack- Deploy Doris-FE on Amazon Web Services
QSE5GABP774P/1f8dB650-ec0e-11ee-aa5h-0a32c2cf034f [
Status Detailed status
() CREATE_COMPLETE -
Status reason Root stack
- armaws:cloudformation:us-west-2:757278738533:stack/doris/c067b9d0-ecOc-11ee-aeec-

061a5aB1b3ed
Parent stack Created time
armaws:icloudformation:us-west-2:757278738533 stack/dorisc067b9d0-ecOc-11ee-aeec-  2024-03-27 15:46:30 UTC+0800
061a5a81b3e9
Updated time
Deleted time Drift status
- © NOT_CHECKED
Last drift check time Termination protection
. Disabled on root stack
. 1T py o v H_,:
14: 3R E re B EREHBHE
doris-FeStack-QSESGA8P774P @ X
[ petete |[ update |[ stackactions v |[ createstack v
Stack info Events Resources Outputs Parameters Template Change sets Git sync - new
Outputs (2)
Q. search outputs | 1 @

Key a | vale v | Description v |  Export name v
FeMasterinstance i-009136e411beafcal fe master instance -

FeMasterinstancePrivatelp

15: $X2 FE B ESEH O

- FERYIP: $RB2 EES IR 2 FREX FE B9 1P 3ttt

« FE f9 MysQL th i :
« FEBY HTTP tHiNIE O :

9030

8030

« BIABY root BBRE: =T

o ZRARY admin 2515 :

zs
=
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27 BUREEE
271 @IT MysqL tSGERE

Apache Doris & F MysQL P4&iE 1IN, FRE MysQL £5HHS1TITE. joc/opc MIZFel (L TH, [EIRY
Apache Doris tH A& T —MEJERY web Ul, F{EERA, TE 31T B NS MysqQL Client, MySQL JDBC Connector,
DBeaver [ Doris A & Y Web UI 3Ri%E % Doris,

2.7.1.1 MySQL Client
M MysQL B T & Linux AR MysQL Z P ii, B &l Doris EEFRE MysqL 5.7 & A EIRAEHIE F i,
fRE T EA MysQL BB, #Ebin/ BRTFEIUEKEI nysql 55917 LR, ABERITTEGSER Doris,

mysql -h FE_IP -P FE_QUERY_PORT -u USER_NAME

BxE, BRAT,

Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 236

Server version: 5.7.99 Doris version doris-2.0.3-rc06-37d31a5

Copyright (c) 2000, 2018, Oracle and/or its affiliates. All rights reserved.
Oracle is a registered trademark of Oracle Corporation and/or its
affiliates. Other names may be trademarks of their respective

owners.

Type 'help;' or '\h' for help. Type '\c' to clear the current input statement.

mysql>

2.7.1.2 MySQL JDBC Connector

BT MySQL B 75 Mk T # A8 MY JDBC Connector,

EFABERAWNT:
String user = "user_name";
String password = "user_password";

String newUrl = "jdbc:mysql://FE_IP:FE_PORT/demo?useUnicode=true&characterEncoding=utf8&

< useTimezone=true&serverTimezone=Asia/Shanghai&useSSL=false&allowPublicKeyRetrieval=true";
try {

Connection myCon = DriverManager.getConnection(newUrl, user, password);

Statement stmt = myCon.createStatement();

ResultSet result = stmt.executeQuery("show databases");

ResultSetMetaData metaData = result.getMetaData();

109



https://dev.mysql.com/downloads/mysql/

int columnCount = metaData.getColumnCount();
while (result.next()) {
for (int i = 1; i <= columnCount; i++) {

System.out.println(result.getObject(i));

s
}
} catch (SQLException e) {
log.error("get JDBC connection exception.", e);

WNREEBEIEIEMNVIBIRESIEEE (Session Variables ), BJLAMERA T IIIER :

jdbc:mysql://FE_IP:FE_PORT/demo?sessionVariables=keyl1=val1,key2=val2

2.7.1.3 DBeaver

Bl — N2 Apache Doris B MysQL E 3% :
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O @ Connect to a database

Connection Settings m
MySQL connection settings M y SQL

Main | Driver properties | SSH ‘ SSL| =+ Network configurations...
Server

Connect by: © Host URL

URL: jdbc:mysql://8.147.106.87:9030/demo
Server Host: 8.147.106.87 Port: 9030
Database: demo

Authentication (Database Native)

Username: admin

Password: I ooooooocoool I Save password
Advanced

Server Time Zone:  Auto-detect

Local Client: Jopt/homebrew/Cellar/mysql/8.2.0_1

< Back ext > Cancel

16: B2 Apache Doris AT MysQL E &

1E DBeaver A {TER:

AN




. [ ] DBeaver 23.3.2 - <demo> Script-2
iy VW [Tsalsi T-oi Auto v demo v Sdemo vi (@D Fhvi Qe Q B @
S Database Navig X [ HE = O | [f *<demo> Script-2 X - O
¢ = 8 |y show databases;
T, use demo;
v mdemo - 8.147.106.87:9030 0}
v [ Databases _ select * from mytable;
> £ __internal_schema g I
~ £ demo
v [HTables
> E8mytable 852 o
=1 Views -
> [ Indexes [
> [ Procedures 0
> [ Triggers B
> WM Events o
> 9 Users =
> E3 Administer =————
> [m System Info [} Results 2 X
<T select * from mytable | % 2 Enter a SQL expression to filter results Ly |v &+ T i
o 123k1] w |123k2 w |RBCK3 = |123k4 - [ value X = s |
% 1 1 014 a 20 BER &S
(0]
[ Project - General X = 8 2 | 2 104 b2 2 L o
3 3 314 c3 22
=4 | F2 eo
& &7 a4 435 d4 23 oe
Name B = ®
> [7Bookmarks A
. o |
> [FDiagrams = £7
> [N Scripts 3 . e =l
P I;’ @ Refresh v i v i = e == > 2 : I, Export data ~ E
R RS (g 200 X4 4row(s) fetched - 0.017s, on 2024-01-17 at 17:15:55 [ Ja]
CST en Writable Smart Insert

.

(.

17: DBeaver Connect

2.7.1.4 Doris N E R web UI

Doris FE NE Web Ul, FAFP ML R MysQL E i, BNEJETRER) web uli#1T sqL EIFIHERXEENE
=

TEN BT 22 46 hitp://fe_ip:fe_port, EEUN http://172.20.63.118:8030, ¥TFF Doris A B Web 1ZHIE,

NE web IZHlE, EEHEE root IFEM, BINLIRIGE root PG I,
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)’/ DORIS

Username

root

Password

18: WebUI

Et4l, 7E Playground 1, HITANTiEA, BILASTALYT BE 7 S H9RIN,

ALTER SYSTEM ADD BACKEND "be_host_ip:heartbeat_service_port";

’) DORIS Playground System Log QueryProfile Session Configuration HY root ¥

Search
Editor Format Clear the editor
B default_cluster:__internal_schema '

» B default_cluster:information_schema Current Database: __intarnal_schema

» B default_cluster:mysgl —— XEBEMipHport, EEXNIMMBET SMipHlheartbeat_service_port
ALTER SYSTEM ADD BACKEND "172.20.63.118:9050";

Results

®  Run successfully

ALTER SYSTEM ADD BACKEND "172.20.63.118:9050";

Execution 18 ms
Time:

Total Oitems < 1 > 20/page

19: Playground
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Playground PHITIXMANE AR RIEE/ REGEXZNERD, SUEENEZEREIER MK
’EE, ABEMITRIN, ZNRE, HEEEE.

éﬁuWEE’JWeb =HlE, EAREEMIT ST KB sQLiBER), FTLA, TE web 1THIE, HEDEAEE
JBILHL{T SET PASSWORD FOR ‘user’ = PASSWORD( ‘user_password’ ) ‘ZE{NiEf],

2.7.2 ETF Arrow Flight SQL RIS SR (&4 55 8.

B Doris 2.1 lR ARG, ETF Arrow Flight SQL 1ML T EnR B HERS, S MBS (E sqQL M Doris FIEIEZEUK
HEEBEIRE, Arrow Flight SQL TR 1t Ti@ AN joBC IRT, 2355 EIHEIE Arrow Flight SQL MY BV EIBE TR E,
R4y 17 =M EE MysSQL Client BX JDBC/ODBC IRENENIBIEHI R, MEEiRA B,

2.7.21 SEI[RIE

1E Doris FERLERASIFE VAT Block 2B, 7E 2.1 BARTARZAS, BTLAIEIT MysQL Client B% JDBC/ODBC IREN{EHIE
BirE s, SERFITEERIN sytes BRFIEL AFIFEN, ETF Arrow Flight SQL #RS IR EIB I BERS,
EEREFPIREMESZ Arrow FITFHE R, BARHETEEESBRFI/RFIIRE, MRBREL®XR
Bt 8] Ko 1 BEAREE,

A
CLIENT Serializing and deserializing each Block \"‘—-DO—RIS--""/
Column Based Convert\ < Mysgl/JDBC/ODBC Connector Convert] Column Based
(:I:I ) Row Based ]
N~
A
CLIENT Send and receive Arrow format \-‘__'DO_'RIS'_/
Column Based < Arrow Flight SQL Connector transporting data in Arrow Format I Column Based
(:I:I J Column Based ]
‘ UL —

20: Arrow_Flight_SQL

3% Apache Arrow R B] BAE B 75 X #4 Apache Arrow 3R BIELARI L IREFE, T2 KT Doris SLHY Arrow Flight MY AY
[RIB B BAS3E Doris support Arrow Flight SQL protocol,
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https://arrow.apache.org/install/
https://github.com/apache/doris/issues/25514

2.7.2.2 Python fEFA &

f8A3 Python HY ADBC Driver ¥ 3 Doris SCIR £ AR 12BN, FEIRIZ IR{ER python ( ARZ >=3.9 ) HY ADBC Driver
AT —RINENRIBUBEEELIRME, B4 0oL, DML, iR E Session WE LA Show EBAH,

[l ==

2.7.2.2.1 %< Library

Library # &2 fo7E PyP1, FJIELM FANERLR:

pip install adbc_driver_manager

pip install adbc_driver_flightsql

TEACEZ A import AN AR IR/EE K EF B L 3RM Library:

import adbc_driver_manager

import adbc_driver_flightsql.dbapi as flight_sql

>>> print(adbc_driver_manager.__version__)
1.1.0

>>> print(adbc_driver_flightsql.__version__)
1.1.0

2.7.2.2.2 &3 Doris

£l 5 Doris Arrow Flight SQL BRSZS X BEMIE iR, Z1=2 Mt Doris FE A4 Host, Arrow Flight Port, EFEFRFP B UKRZE,
FHHITUTEE., €4 Doris FE Fll BE WEEESE:

« {&P4 fe/conf/fe.conf A arrow_flight_sql_port Ja—-Ne] Fiwm [, 4l 8070,
« {24 be/conf/be.conf A1 arrow_flight_sql_port A—ANeTEBiw0a, 40 8os0,

iE: fe.conf 5 be.conf HEZEHR] arrow_flight_sql_port mOSAH8E

B EHERERR, 7E fe/log/felog IFHIEZRE Arrow Flight SQL service is started BB FE A9 Arrow
Flight Server JRZIALI; TE be/log/beINFO X {4 FRIE Z 2| Arrow Flight Service bind to host ¥<BH BE B9 Arrow
Flight Server BRI,

{ER1% Doris S5 A Fe F0 BE Y Arrow Flight SQL AR $3 4% 53 A 7E U O 8070 # 8050 £iE1T, H Doris A F B/ZE/B K
“user” / “pass” , BRAEREIIEUITFIR:

conn = flight_sql.connect(uri="grpc://{FE_HOST}:{fe.conf:arrow_flight_sql_port}", db_kwargs={
adbc_driver_manager.DatabaseOptions.USERNAME.value: "user",
adbc_driver_manager.DatabaseOptions.PASSWORD.value: "pass",
)

cursor = conn.cursor()

ERETTE, PIBAEE squ fEIREIRY cursor 5 Doris RE, HITHIANER, RENTHE. SARE. EBFE
fE.
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27223 BRSKETTHIE
15 Query 153145 cursor.execute () BRIEY, WITERSKEUTHIBIRIE:

cursor.execute("DROP DATABASE IF EXISTS arrow_flight_sql FORCE;™")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("create database arrow_flight_sql;")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("show databases;")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("use arrow_flight_sql;")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("""CREATE TABLE arrow_flight_sql_test

(
kO INT,
k1 DOUBLE,
K2 varchar(32) NULL DEFAULT "" COMMENT ™",
k3 DECIMAL(27,9) DEFAULT "0",
k4 BIGINT NULL DEFAULT '10',
k5 DATE,
)
DISTRIBUTED BY HASH(k5) BUCKETS 5
PROPERTIES("replication_num" = "1");""")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("show create table arrow_flight_sql_test;")

print(cursor.fetchallarrow().to_pandas())

YNER statusResult IR[E] 0, MiHBE Query ITALIN GXMFIRITHIRER 9T 3 E JDBC ),

StatusResult

0 0

StatusResult

0 0
Database
0 __internal_schema
1 arrow_flight_sql
507 udf_auth_db

[508 rows x 1 columns]
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StatusResult

0 0
StatusResult
0 0

Table Create Table
0 arrow_flight_sql_test CREATE TABLE ‘arrow_flight_sql_test™ (\n “kO'...

27224 BAEIE
1T INSERTINTO, EIFFBIERFPENLDVENXEIE:

cursor.execute("""INSERT INTO arrow_flight_sql_test VALUES
('o', 0.1, "ID", 0.0001, 9999999999, '2023-10-21"),
('1*, 0.20, "ID_1", 1.00000001, O, '2023-10-21"),
('2', 3.4, "ID_1", 3.1, 123456, '2023-10-22"),
('3', 4, "ID", 4, 4, '2023-10-22"),
('4', 122345.54321, "ID", 122345.54321, 5, '2023-10-22");""")

print(cursor.fetchallarrow().to_pandas())

LINNZIENNT: S YN E

StatusResult
0 0

MRFESAKMELIEE Doris, BJLABER pydoris 1T Stream Load SRSEH,

27225 WITEE

EEN EASANRKTERER, BERS. HIF. SetSession Variable FEF,

cursor.execute("select * from arrow_flight_sql_test order by kO;™")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("set exec_mem_limit=2000;")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("show variables like \"%exec_mem_limit%\";")

print(cursor.fetchallarrow().to_pandas())

cursor.execute("select k5, sum(k1), count(1), avg(k3) from arrow_flight_sql_test group by k5;")
print(cursor.fetch_df())

HERWMTAR:
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ko k1 K2 k3 k4 k5

0 0 0.10000 ID 0.000100000 9999999999 2023-10-21
1 1 0.20000 1ID_1 1.000000010 0 2023-10-21
2 2 3.40000 1ID_1 3.100000000 123456 2023-10-22
3 3 4.00000 ID 4.000000000 4 2023-10-22
4 4 122345.54321 ID 122345.543210000 5 2023-10-22

[5 rows x 6 columns]

StatusResult
0 0

Variable_name Value Default_Value Changed
0 exec_mem_limit 2000 2147483648 1

k5 Nullable(Float64)_1 1Int64_2 Nullable(Decimal(38, 9))_3
0 2023-10-22 122352.94321 3 40784.214403333

1 2023-10-21 0.30000 2 0.500050005

[2 rows x 5 columns]

R fetch BIRGEREZE(ER cursor. fetchallarrow() IR[E arrow 1§D, S{EF cursor.fetch_df() HERE
pandas dataframe, XIGRIFBIETTERR . ABE(EH cursor. fetchall(), BNSENEFIEAOEIEIERI(T
7, XFEA mysql-cient ;JZRBARX R, EZEBTE cient B T —IRFIFEITHIRIE, BIRELL mysql-client ITIE,

27226 TEKE

### step 1, library is released on PyPI and can be easily installed.
### pip install adbc_driver_manager

### pip install adbc_driver_flightsql

import adbc_driver_manager

import adbc_driver_flightsql.dbapi as flight_sql

### step 2, create a client that interacts with the Doris Arrow Flight SQL service.

### Modify arrow_flight_sql_port in fe/conf/fe.conf to an available port, such as 8070.

### Modify arrow_flight_sql_port in be/conf/be.conf to an available port, such as 8050.

conn = flight_sql.connect(uri="grpc://{FE_HOST}:{fe.conf:arrow_flight_sql_port}", db_kwargs={
adbc_driver_manager.DatabaseOptions.USERNAME.value: "root",

adbc_driver_manager.DatabaseOptions.PASSWORD.value: ,
1)

cursor = conn.cursor()

### interacting with Doris via SQL using Cursor
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def execute(sql):
print("\n### execute query: ###\n " + sql)
cursor.execute(sql)
print("### result: ###")

print(cursor.fetchallarrow().to_pandas())

### step3, execute DDL statements, create database/table, show stmt.
execute("DROP DATABASE IF EXISTS arrow_flight_sql FORCE;")
execute("show databases;")

execute("create database arrow_flight_sql;")

execute("show databases;")

execute("use arrow_flight_sql;")

execute("""CREATE TABLE arrow_flight_sql_test

(
kO INT,
k1 DOUBLE,
K2 varchar(32) NULL DEFAULT "" COMMENT "",
k3 DECIMAL(27,9) DEFAULT "O0",
k4 BIGINT NULL DEFAULT "'10',
k5 DATE,
)
DISTRIBUTED BY HASH(k5) BUCKETS 5
PROPERTIES("replication_num" = "1");""")

execute("show create table arrow_flight_sql_test;")

### step4, insert into
execute("""INSERT INTO arrow_flight_sql_test VALUES
('o', 0.1, "ID", 0.0001, 9999999999, '2023-10-21"),
('1', 0.20, "I1ID_1", 1.00000001, O, '2023-10-21"),
('2', 3.4, "ID_1", 3.1, 123456, '2023-10-22"),
('3', 4, "ID", 4, 4, '2023-10-22"),
('4', 122345.54321, "ID", 122345.54321, 5, '2023-10-22");""")

### step5, execute queries, aggregation, sort, set session variable
execute("select * from arrow_flight_sql_test order by k0;")
execute("set exec_mem_limit=2000;")

execute("show variables like \"%exec_mem_limit%\";")

execute("select k5, sum(k1), count(1), avg(k3) from arrow_flight_sql_test group by k5;")

### step6, close cursor

cursor.close()
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2.7.2.3 JDBC Connector with Arrow Flight SQL

Arrow Flight SQL X B9 FF iR J0BC IRENFR A #7/ERY jpBC AP, BT K S %X 81 T Ei&d JoBC i/5[8] Doris, F32¥5
= IR 1E 40 Apache Arrow ¥4, {ER75iA 58T MysqL tHiX Y JDBC IETNi% $E Doris ZE1L, F'\%%J—riié% URL F Y
jdbc:mysql T IRRY jdbc:arrow-flight-sql i, BEiERERILERAKIARZ IDBC BY ResultSet ZIFES

POM dependency:

<properties>
<arrow.version>17.0.0</arrow.version>
</properties>
<dependencies>
<dependency>
<groupId>org.apache.arrow</groupId>
<artifactId>flight-sql-jdbc-core</artifactId>
<version>${arrow.version}</version>
</dependency>

</dependencies>

T2 £ Java 9 N E S IRART, HTLBEILE Java 552 RN - -add-opens=java.base/java.nio=ALL-UNNAMED 3R
%E?—%JDK AERLEH, BN, EeIEESEBE—LHIR, Wmodule java.base does not "opens java.nio" to
<+ unnamed module Z{#& module java.base does not "opens java.nio" to org.apache.arrow.memory.core
@y # java.lang.NoClassDefFoundError: Could not initialize class org.apache.arrow.memory.util.
> MemoryUtil (Internal; Prepare)

### Directly on the command line

$ java --add-opens=java.base/java.nio=ALL-UNNAMED -jar ...

### Indirectly via environment variables

$ env _JAVA_OPTIONS="--add-opens=java.base/java.nio=ALL-UNNAMED" java -jar ...

UNER7E Intelli) IDEA R, EETE Run/Debug Configurations fBuild and run &M - -add-opens=java.base
< /java.nio=ALL-UNNAMED, B TEIIEF :
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Run/Debug Configurations

- B H K
Application Name: | doris.arrowflight.demo.Main Store as project file

Build and run

z . . . Add Run Options
java 17 --add-opens=java.base/java.nio=ALL-UNNAME

doris.arrowflight.demo.Main Allow multiple instances
Environment variables
Redirect input

Do not build before run
Working directory: |Users/kidd/github/core/samples/arrow-flight-sqlfjava v Add VM options
Use classpath of module ~XO0
Environment variables: Modify classpath
Add dependencies with “provided"” scope to classpath
Shorten command line
Open run/debug tool window when started
Specify logs to be shown in console
Save console output to file
Code Coverage Show console when a message is printed to stdout
e R G EEsReEE Show console when a message is printed to stderr
+ Specify classes and packages
v doris.arrowflight.demo.* Exclude classes and packages
Specify alternative coverage runner
Use tracing
Collect coverage in test folders

Add before launch task
Cancel Open run/debug tool window when started
Show the run/debug configuration settings before start

21: arrow-flight-sql-Intelli)

ERARROIINT:

import java.sql.Connection;
import java.sql.DriverManager;
import java.sql.ResultSet;

import java.sql.Statement;

Class.forName("org.apache.arrow.driver.jdbc.ArrowFlightJdbcDriver");
String DB_URL = "jdbc:arrow-flight-sql://{FE_HOST}:{fe.conf:arrow_flight_sql_port}?
< useServerPrepStmts=false"
+ "&cachePrepStmts=true&useSSL=false&useEncryption=false";
String USER = "root";
String PASS = "";

Connection conn = DriverManager.getConnection(DB_URL, USER, PASS);
Statement stmt = conn.createStatement();
ResultSet resultSet = stmt.executeQuery("select * from information_schema.tables;");
while (resultSet.next()) {
System.out.println(resultSet.toString());

resultSet.close();

stmt.close();
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conn.close();

2724 Java{EAAE

PR T{ER JDBC, 5 Python 251, Java BB LARIEE Driver i%BY Doris 73R [E] Arrow & AR, TE S B3I 2EH
AdbcDriver fﬂ JdbcDriver ﬁ?% Doris Arrow Flight Server,

POM dependency:

<properties>
<adbc.version>0.15.0</adbc.version>

</properties>

<dependencies>

<dependency>
<groupld>org.apache.arrow.adbc</groupId>
<artifactId>adbc-driver-jdbc</artifactId>
<version>${adbc.version}</version>

</dependency>

<dependency>
<groupld>org.apache.arrow.adbc</groupId>
<artifactId>adbc-core</artifactId>
<version>${adbc.version}</version>

</dependency>

<dependency>
<groupld>org.apache.arrow.adbc</groupId>
<artifactId>adbc-driver-manager</artifactId>
<version>${adbc.version}</version>

</dependency>

<dependency>
<groupld>org.apache.arrow.adbc</groupId>
<artifactId>adbc-sql</artifactId>
<version>${adbc.version}</version>

</dependency>

<dependency>
<groupId>org.apache.arrow.adbc</groupId>
<artifactId>adbc-driver-flight-sql</artifactId>
<version>${adbc.version}</version>

</dependency>

</dependencies>

2.7.2.4.1 ADBC Driver

ERARRROIINT:

// 1. new driver
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final BufferAllocator allocator = new RootAllocator();

FlightSqlDriver driver = new FlightSqlDriver(allocator);

Map<String, Object> parameters = new HashMap<>();

AdbcDriver.PARAM_URI.set(parameters, Location.forGrpcInsecure("{FE_HOST}", {fe.conf:arrow_flight_
— sql_port}).getUri().toString());

AdbcDriver .PARAM_USERNAME.set(parameters, "root");

AdbcDriver.PARAM_PASSWORD.set(parameters, "");

AdbcDatabase adbcDatabase = driver.open(parameters);

// 2. new connection
AdbcConnection connection = adbcDatabase.connect();

AdbcStatement stmt = connection.createStatement();

// 3. execute query
stmt.setSqlQuery("select * from information_schema.tables;");
QueryResult queryResult = stmt.executeQuery();

ArrowReader reader = queryResult.getReader();

// 4. load result

List<String> result = new ArraylList<>();

while (reader.loadNextBatch()) {
VectorSchemaRoot root = reader.getVectorSchemaRoot();
String tsvString = root.contentToTSVString();
result.add(tsvString);

}
System.out.printf("batchs %d\n", result.size());

// 5. close
reader.close();
queryResult.close();
stmt.close();

connection.close();

2.7.2.4.2 JDBC Driver

ERARROIINT:

final Map<String, Object> parameters = new HashMap<>();
AdbcDriver .PARAM_URI.set(
parameters,"jdbc:arrow-flight-sql://{FE_HOST}:{fe.conf:arrow_flight_sql_port}?
< useServerPrepStmts=false&cachePrepStmts=true&useSSL=false&useEncryption=false");
AdbcDriver .PARAM_USERNAME.set(parameters, "root");
AdbcDriver.PARAM_PASSWORD.set(parameters, "");
try (
BufferAllocator allocator = new RootAllocator();
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AdbcDatabase db = new JdbcDriver(allocator).open(parameters);
AdbcConnection connection = db.connect();
AdbcStatement stmt = connection.createStatement()
) {

stmt.setSqlQuery("select * from information_schema.tables;");

AdbcStatement.QueryResult queryResult = stmt.executeQuery();

ArrowReader reader = queryResult.getReader();

List<String> result = new ArraylList<>();

while (reader.loadNextBatch()) {
VectorSchemaRoot root = reader.getVectorSchemaRoot();
String tsvString = root.contentToTSVString();
result.add(tsvString);

¥

long etime = System.currentTimeMillis();

System.out.printf("batchs %d\n", result.size());

reader.close();
queryResult.close();
stmt.close();

} catch (Exception e) {
e.printStackTrace();

2.7.2.43 |DBC ¥ Java iEIZE A N AIERR

JDBC/Java Arrow Flight SQL Sample &2 JDBC/Java {8 FH Arrow FLight SQL B demo, {R=] LAfEFE ERMIR @ Arrow Flight Server
REB RS MIEERSE, BEERT BBUAER Arrow FLight SQL FEMIK 1B, FHAAIHITLER I Add Arrow

Flight Sql demo for Java,

Y EEAZE LAY jdbc:mysql EIETS T, Jdbe FI Java BY Arrow Flight SQL 3ZE 3 75 TUAYIEBEMIE T Section 6.2 of GitHub Issue,

XEEFMRE A H - LEARI

1. EIR =¥ Java Arrow Flight sQL iZEIZ A NAVEF £, MNREEMNBIBSTIGETITENLRIERS, BLE
FH jdbc:arrow-flight-sql, 1IX4§1R [B] JDBC ResultSet FE TV EVELHE ; SNRELEBVEIB AT I AET Arrow BN E
thZTFEIRIE T, FBA(EF Flight AdbeDriver BY, Flight JdbcDriver B 53R [E] Arrow 18 NHIENIE, XI5 E G177

e, FFOTRIA Arrow BU4FIE IR SR RRAR,

2. FEIEMEHT JDBC ResultSet SR Arrow FETVAYENHE, FTAEZRRVET [EIER K FiZENERIRRIAERY, SIRIRABE(ER
Arrow Flight SQL B BERFFSTRER, A jdoc:mysql:// MBLLRABIR, AT T2 E BT EIEFER A

-&O
3. WATEEEAMS, JoK 17 EBLL JDK 1.8 IZENBURIVIEEE IR,

4. HiIZEVEUBEIEE KM, A Arrow Flight SQLAFEE jdbe:mysql:// ERELHIATE, FIUAMNMRMEZAEF

AR, BEFFRTAZLT Arrow Flight SQL,

5. BRT EiR=MEREH I, &) AERRLER] FightClient ZEHE Arrow Flight Server, B] AN R JERIFH1TIRE
Z /N Endpoints, Flight AdbcDriver B2 ETF FlightClient SIS, MR T EIEEA FightClient B2,
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https://github.com/apache/doris/blob/master/samples/arrow-flight-sql/java/README.md
https://github.com/apache/doris/pull/45306
https://github.com/apache/doris/pull/45306
https://github.com/apache/doris/issues/25514

2725 SEMARIIELEGRE

2.7.2.5.1 Spark & Flink

Arrow Flight B 73 B BU7& B 245 Spark F Flink B9 %I ( I GitHub Issue ), Doris Spark Connector [ Doris Flink Connector
B 24.0.0 FFIAZ 35181 Arrow Flight SQL 1/518) Doris, FRHEABEIR FHEXS1ZENMERE,

HXZRIESEHIEN Spark-Flight-Connector, 1= Spark FR{EHA FlightClient FEE poris Mk, &I Arrow 5 Doris Block
Z BB R IRADREE R, B csv BTN S Doris Block Z [B]45E1IRE AT 10 £2, MHAX Map, Array H8 ZLKHY
HRFEF, XZRE A Arow BIBRANERRS, FHRNRNEFHE/. AT BHT Doris Arrow Flight 1272 B 3k
MSHRFTIRR, MERERERLEE—E& e THRFRE, WEHENHESHIUEMS, HEEFTEER
% Doris Spark Connector R, [5&XF5 Tablet e BIBIFITIZEL, UNRIRAEETE spark EFH Arrow Flight SQL i%E$% Doris,
a] BASE FJERY Spark-Flight-Connector FI Dremio-Flight-Connector B 173531,

27252 e TH

H Dorisv2.1.8 FF 8, 5235 DBeaver & BI T B {8 arrow-flight-sql 1% Doris,DBeaver € arrow-flight-sql
Driver i%$% Doris B 758%E : how-to-use-jdbc-driver-with-dbeaver-client, client-applications/clients/dbeaver/,

2726 ¥ RENF

27261 2 BEFHITIREILR

Doris BN — 1N EBIREFRBBE TR EMERCARBER — /M BE s L, 7 MysqlypBC EiEH FE S [EXA
ICEBUBM T R EREWLR, 7E Arrow Flight SQL BB FE &4 iX /N T3 =84 1P/Port BLIRTE Endpoint iR [B145
ADBC Client, ADBC Client 215 3KiX ™ Endpoint X3 MY BE 77 s H EXELIE,

WMRE 1R R ZE R HY Select M Doris FIENEIHE, 72ZH Join, Sort, B REFEHUE shufile TTAREF, FJLARE
18R 8 Tablet $UEI{ 5, BLTE Doris Spark/Flink Connector Fh @ A BIX AN ESLILFITIRENEIE, D AFENTR:
1. }1T explain sql, FEIREAIEETTXIA ScanOperator B2 & Scan HIFTH Tablet ID List, 2. {x3E L EIRY Tablet ID List
BIRB SQLIFD S sqL, B4 sqL RAiZENERS Tablet, FAEZE{N SELECT * FROM t1 TABLET(10001,10002)
< limit 1000;, H{HBEIS A sQL A LAFFITHIT, B3 support select table sample,

MEEERINZREE, sQLZE select k1, sum(k2)from xxx group by k1, Dorisv3.0.4 fRANfE, 1T set
< enable_parallel_result_sink=true; Efﬁ'\LCF_/I\Ei'EUE"J%/I\ BE %ﬁ?ﬂﬁﬁ@ﬁi’ﬂét%, ADBC Client UQEU
FE IR [EIRY Endpoint FIREFHITAZ 4 BE TRAEGER, PTERHRESLERR/NE, 2 seiRESEIN rRPCHY
£, BAESKIEE support parallel result sink, IR R T RINERHIFIE R, HihE1WEFAIAZIFEA 8E
PRATROELR, MIENEEXAHENER, RBEEH#H—PXLIM,

27262 % BE HER—EIHEERFIMBUIEIAY 1P

WRFE— poris 5£8F, B FE TRl AHEREIMNEBIAR], ERIFTE BE T ReJ AR EEBFAERIAID), X7E
{88 Mysql Client F[1 JDBC iE % Doris M1TE 182 & 0] R, EiBLERIFH Doris FE T =R [E], {EfEFR Arrow Flight
SQL ¥E % Doris TLiEMITE, [EJ9 ADBC Client 5 E 1% $% Doris BE T U BXE 1845, (B Doris BE 7T A FIFH
SBEINERIAA],

HEEFIMER, BSEHEARSESR Doris BE TR REE2NEEIN, BRILLAFTE Doris BE P AIENMN T —ER @K
I8 (EEUN Nginx ), EEBESMERAY Client 3E1E Nginx BY SFEVLEEHZ — & Doris BE T £, ZXIAEL T, Arrow Flight
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https://github.com/apache/arrow-adbc/issues/1490
https://github.com/apache/doris-spark-connector
https://github.com/apache/doris-flink-connector
https://github.com/qwshen/spark-flight-connector
https://github.com/qwshen/spark-flight-connector
https://github.com/dremio-hub/dremio-flight-connector
https://www.dremio.com/blog/jdbc-driver-for-arrow-flight-sql/#h-how-to-use-jdbc-driver-with-dbeaver-client
https://docs.dremio.com/current/sonar/client-applications/clients/dbeaver/?_gl=1*1epgwh0*_gcl_au*MjUyNjE1ODM0LjE3MzQwMDExNDg
https://github.com/apache/doris/pull/10170
https://github.com/apache/doris/pull/36053

SQL BHERSMEYVIRFE—E Doris BE T L, SR F Nginx FENLEE FHEY Doris BE ARG, FEZETE Doris BE
T RASRMH—REIRE R,

H Doris v2.1.8 FF88, {RBJLATERTE Doris BE T3 52l be. conf H14% public_host F arrow_flight_sql_proxy_port
EEE Y 2 Doris BE 17 R L EAYeT (HERFIMERIA01A0 1P Flim O, BiELER I UIERRYE K 53R [E] ADBC Client,

public_host={nginx ip}
arrow_flight_sql_proxy_port={nginx port}

2.7.2.7 E )

1. Q: R 8 connection error: desc = "transport: Error while dialing: dial tcp <ip:arrow_flight_

< port>: i/o timeout",

A WNRREBIESEFRY <ip:arrow_flight_port> 2 Doris FE T3 s Y 1P F arrow-flight-prot,

BFME poris FE TmBY arrow-flight-server @B IEREEN, £ fe/log/fe.log MHEFHIERR
< Arrow Flight SQL service is started' Z<BH FE BY Arrow Flight Server BEIREIA,

% Doris FE TImHY arrow-flight-server IEEEH], , & client FTENIZEEES 'ping
< L}E'{'ETEU <ip:arrow_flight_port>" HIfY 1P, &L ‘ping’ B, BEM Doris FE
T RFE— e IMNERIARIR 1P, HEREPEEEE.

A MR RBEEPH <ip:arrow_flight_port> & Doris BE RER=GORCR I arrow-flight-prot,

B E poris BE MY arrow-flight-server =R IEEBE, 1E be/log/be.INFO XFHIEZRE
<5 Arrow Flight Service bind to host' 3RBR BE HY Arrow Flight Server B&RIN,

# Doris BE TEHAY arrow-flight-server IERBLN, & client FIENIZREES ping’ BIRIHBER
— ‘<ip'arrow flight_port>" HfY 1P, BELiE 'ping’ 1B, BHBEXN Doris BE
T RATFIEWIMNBIARIBIAN, FTERANGE:

- BEAEA Doris BE THRAFABE—/NEIEIMNRIARIAY 1P, B Doris v2.1.8 FIE, {REILATEXA
<+ Doris BE T mHAY “be.conf' A4 ‘public_host’ ELERGIXA 1P, BEIEIEFIHE Doris BE
— T mHY “public_host® EEERIN BE TImP]# Client i/[8]HY 1P,

- 8E X (3 BE HER—MAJHERIINBISLIAY 1P] EF5, ®JLARETE Doris BE
< TRENT -BERENIE,

EARNER poris BE BEREATAM, HE client FRITENIEES Doris BE TIF7ENISERVE L 1P
< ZIEREEME, 7E Doris BE TmFTTENIEEIT “ifconfig® R[EIZHFINEEATERY 1P,
— HEA— 1P MIZFD ‘<ip:arrow_flight_port>" Bfg 1p AB[E, FBFD “show backends®
< ¥TENAYXA Doris BE My 1P MH[E, )X “ping’ ‘ifconfig' REIAYEME 1P, # Doris
< BE %ﬁﬁrTU&E Client 15EIEY 1P, & EXEHFXA 1P EEEJ “public_host’s &
~ Doris BE TMFTBM 1P HFEM Client A0, FB4 Doris BE TREDLTFAM,
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2. Q: f¥ F3 JpBC BY JAVA 3% $3% Arrow Flight SQL B #R £ module java.base does not "opens java.nio" to
< unnamed module B¥ #& module java.base does not "opens java.nio" to org.apache.arrow.memory
<5 .core By &H java.lang.NoClassDefFoundError: Could not initialize class org.apache.arrow.

<> memory.util.MemoryUtil (Internal; Prepare)

A: BEIE fe/conflfe.conf BB JAVA_OPTS_FOR_JDK_17 =E8s --add-opens=java.base/java.nio=ALL-
< UNNAMED, ESBNRM, SAFS%E £ 3DBC Connector with Arrow Flight SQL B E BB INFE Java S
A0 --add-opens=java.base/java.nio=ALL-UNNAMED, HNERTE Intellij IDEA FRifid, FEZETE Run/Debug
< Configurations BYBuild and run FF1EJ0 --add-opens=java.base/java.nio=ALL-UNNAMED,

3. Q:ARMIFIEHREE get flight info statement failed, arrow flight schema timeout, TimeoutException
> : Waited 5000 milliseconds for io.grpc.stub.Client,

A IR Linux RAZARZA <= 4.19.90, BEHLE 4.19.279 KA L, HEERRE Linux AIZMIMER E 4R
1% Doris BE, BAGRIFHEFSENMH

)RR E : X EBE ERRA Linux WIZFN Arrow IFEFR B MO, cpp: arrow: :RecordBatch: :MakeEmpty ()
#J3& Arrow Record Batch Rf & F1E, SEX Doris BE BY Arrow Flight Server 7 5000ms P78 [BI[¥ Doris FE B4 Arrow
Flight Server B RPC 153K, SZX FE £3 Client IR [B] rpc timeout failed, Spark F Flink 132EX Doris B tB 24§ & iaLE
$83RFY, Arrow Record Batch fFIR[E], AT UAt{F7EEIF£AY (),

kylinv10 SP2 F1 SP3 Y Linux AZhRASER S R B 4.19.90-24.4v2101.ky10.aarch64, ToiELFEFHRMIZIRA, RAE
1E kylinvio EE#4mi¥F Doris BE, WNR{ERFTARZA Idb_toolchain 4RiF Doris BE JSA)BAKIATEIE, B]ASIAfE
FR{E AR AN 1db_toolchain v0.17 Zmi¥, SNSR{RAY ARM MBI EIEINM, £ F TR ARM + kylinvio, FTE SR
{4t x86 + kylinv10

4. Q: prepared statement BES BURE.
A: BHU jdbc:arrow-flight-sql F Java ADBC/IDBCDriver N2 3% prepared statement {32 S8, Efllselect *
— from xxx where id=?, bES L parameter ordinal 1 out of range, X2 Arrow Flight SQL f— BUG
( GitHub Issue ),

5. Q: WMEMELX jdbc:arrow-flight-sql B RIZEREVHER KR/, EREIZR TIRFAMEEE,
A: 18 1T {8 Rorg.apache.arrow.adbc.driver.jdbc.JdbcArrowReaderX 4 HimakeJdbcConfigh & A B9

setTargetBatchSize, RRIARE 1024, AEIHENEHIXHREFIAMEZIRIZERT, NMEBERRXHE
=37

6. Q: ADBCV0.10, JDBC F/l Java ADBC/JDBCDriver N3z 351 T15EY,
A & B S Hstmt.executePartitioned )X N F5i%, R BE(E F R &£ B FlightClient SCELHF {TIZEL 2B 4
Endpoints, {8 A 73 i%sqlClient=new FlightSqlClient, execute=sqlClient.execute(sql), endpoints=
< execute.getEndpoints(), for(FlightEndpoint endpoint: endpoints), Itk #4b, ADBC vo.10 X 1A BY

AdbcStatement SEPR A2 JdbcStatement, executeQuery JEIEITTEIE TUHY JDBC Resultset X BB ET4E AL A Arrow 51| 7F
8T8, F0EAZI ADBC 1.0.0 B Java ADBC JE INHESEZE GitHub Issue,

7. Q: 7E URL FFERE database name,

A: 8 LE Arrow v15.0, Arrow JDBC Connector NSZ45TE URL 45 7E database name, EELUM jdbc:arrow-flight-sql
> ://{FE_HOST}:{fe.conf:arrow_flight_sql_port}/test?useServerPrepStmts=false RIETE E Ftest
database T3, RBEFININIT SQLuse database, Arrowv18.0 £35 T 7E URL HFI3EXE database name, {E3CNI
1% BUG,
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https://github.com/apache/arrow/issues/40118
https://github.com/apache/arrow-adbc/issues/1490

8. Q:Python ADBC printWarning: Cannot disable autocommit; conn will not be DB-API 2.0 compliant,

A: {EFH python B Z2B&IX 4 Warning, X2 Python ADBC Client B0, A& MEIH,

9. Q: Python ¥%%E grpc: received message larger than max (20748753 vs. 16777216),

A: B3 Ppython: grpc: received message larger than max (20748753 vs. 16777216) #2078 7E Database Option F 1 Al
adbc_driver_flightsql.DatabaseOptions.WITH_MAX_MSG_SIZE.value.

10. Q: ?ﬁfﬁai invalid bearer token,

A: $19T SET PROPERTY FOR 'root' 'max_user_connections' = '10000'; {ENEHBI AP Y IR NEE
#131 10000; 7E fe.conf ¥EH0 ge_max_connection=30000 F arrow_flight_token_cache_size=8000 FE f& FE,

ADBC Client 1 Arrow Flight Server Ui Z [B]HVE AR _E R MK R, FETE Server Z&1F Auth Token, Connection,
Session, EREIBEEASERNE WL RN BN, FE Client KX close() BXKEF/FIE, BXFRL
Client 28 AEKIE close TE3K, FTBA Auth Token, Connection, Session &< [B]7E Arrow Flight Server H{R7F,
ZINSTE 3 KGRI, shEEERIEIT arrow_flight_token_cache_size BIPRHIFXIE LRU A,
#iLE Doris v2.1.8, Arrow Flight iE & F0 Mysql/DBC (E I {E A RIIEZLRES, BiE e FERAFPHEERE
;5( ge_max_connection %D%’l\ﬁﬁ}ﬁﬂ’\]ﬁ%%&z UserProperty ':F'E"J max_user_connections, fﬂgjukﬂ"] gqe_max
<~ _connection _*l] max_user_connections ﬁj\%UzE'E 1024 *l] 100, Arrow Flight SQL %"Fﬁ*ﬂﬂtfﬁﬁﬁ JDBC El{ﬁﬁ
5, {B)oBC ERATEEINLERGILENIEN, FTCAGER Arrow Flight SQL BT, Doris ERIARYIZEFEEXPREIA N,
ZEESHEERGBIT arrow_flight_token_cache_size BIPRHIFIGHEMERIIEE A,

11. Q: {83 JDBC 3% JAVA 1E$E Arrow Flight SQL 152BX Datatime ZEBLIR OB (8], MAEIEV(LET(E],

A: JDBC B¥, JAVA 3ZE 13 Arrow Flight SQL 1£BX Datatime 2BV E B HITHEHRAT[E] B, £ Add java parsing datetime
type in arrow flight sql sample #48578, P8 Python Arrow Flight SQL 13 BX Datatime S5 AYIR [B] 455 9 2025-03-03
< 17:23:28Z, [ JDBC BX JAVA IR [E] 1740993808,

12. Q: {8 FH JDBC BY, Java JDBC Client % 33 Arrow Flight SQL 132 BX Array R E X BU#R §8 Configuration does not
< provide a mapping for array column 2,

ASE sample/arrow-flight-sql {EH JAVA ADBC Client,

Python ADBC Client, JAVA ADBC Client, Java JDBC DriverManager 1£EX Array BREZEBYER;S(0]50, R H{EF JDBC BY
Java JDBC Client 3% 3% Arrow Flight SQL B 0] &8, SEBR_E Arrow Flight )DBC BIRBMEARTFRIE, F2 Arow B H
F&EE, B—NE=FBIEELE] dremio A%, ZRIERIITEMIBA MR, FrEARINIEEH AvA
ADBC Client,

2.7.2.8 2.1 Release Note

v2.1.4 R Z BIRIKRZ Doris Arrow Flight NE5EE, BiINFARGEFER,

2.7.2.8.1 v2.1.9

1. 1% Doris ZHEF 5L 2! Arrow BY[E) R, Fix UT DataTypeSerDeArrowTest of Array/Map/Struct/Bitmap/HLL/Decimal256
types
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https://github.com/apache/arrow-adbc/issues/2078
https://github.com/apache/doris/pull/48578
https://github.com/apache/doris/pull/48578
https://github.com/apache/doris/blob/master/samples/arrow-flight-sql/java/src/main/java/doris/arrowflight/demo/FlightAdbcDriver.java
https://github.com/apache/doris/pull/48944
https://github.com/apache/doris/pull/48944

« 1%BY Decimal256 FEHRILNY;

« i1ZBY Datetimev2 ZERIMILER 4R,

« 1%BY Datev2 FKEVERRIEH;

- iZBY 1Pva/IPVE KRILER g NULL BYIREE:

2. {8 Doris Arrow Flight SQL BRI RMIREEER, GBIRMOELMIHEIRIER. Fix query result is empty and not

return query error message

2.7.2.82 v2.1.8

1. 32%% DBeaver 5 BI T B {# A arrow-flight-sql X% Doris, IFIEFHE RITEIER, Support arrow-
flight-sql protocol getStreamCatalogs, getStreamSchemas, getStreamTables #46217,

2. X152 e HER—ANeIHEEFIMNERISRIRY 1P B, BIRLER A LAIEMSE A f5IR @] ADBC Client, Arrow flight

server supports data forwarding when BE uses public vip
3. XFFZ 1 Endpoint FF1T1EEL, Arrow Flight support multiple endpoints
4. {EEEi1BHREE FE not found arrow flight schema, Fix FE not found arrow flight schema
5. {8EiZEVIF NULL BYFY R %8 BooleanBuilder : : AppendValues, Fix Doris NULL column conversion to arrow batch

6. 188 show processlist B/RE & Y ConnectionID, Fix arrow-flight-sql ConnectContext to use a unified ID #46284

7. {25 1%EY Datetime F] Datetimev2 EEERIKX, SEELEFLIIER datetime 2 8 /NEFEI[E]RA, Fix time
zone issues and accuracy issues #38215

2.7.2.83 v2.1.7

1. {8 ESNEEITENH S Connection wait_timeout, Fix kill timeout FlightSglConnection and FlightSqlConnectProcessor
close

2. {88 Arrow Flight Bearer Token 1T HAfS M Cache FRJEIK, Fix Arrow Flight bearer token cache evict after expired

2.7.2.84 v2.1.6

1. ﬂ%gﬁiﬁl}ﬁ%ﬁ 0.0.0.0:xxx, connection refused, Fix return result from FE Arrow Flight server error 0.0.0.0:xxx,

connection refused

2. 128 E1HRIE Reach 1imit of connections, Fixexceed user property max connection cause Reach limit of connec-
tions #39127
ZBIHIRRZAINIT SET PROPERTY FOR 'root' 'max_user_connections' = '1024'; {EXHBIAFPNYEIER
REFELZ 1024, F]IGATHLEE,

& J z 81k AR s 2 BR &I Arrow Flight 3ZE 1% £2 /N F ge_max_connection/2, ge_max_connection 5& fe BT B F
FPRIBEES, KA 1024, R BFRHIE N EF B Arrow Flight 1E 38U/ F UserProperty FRHY max_user_
<> connections, ZXiA 100, BT A S Arrow Flight EEHGEIT LRI A PSS EPRATISHREE Reach Limit
< of connections, FTBAZERKZHEIF Y max_user_connections,

[O)EHiEE L : Questions
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https://github.com/apache/doris/pull/45023
https://github.com/apache/doris/pull/45023
https://github.com/apache/doris/pull/46217
https://github.com/apache/doris/pull/46217
https://github.com/apache/doris/pull/43281
https://github.com/apache/doris/pull/43281
https://github.com/apache/doris/pull/44286
https://github.com/apache/doris/pull/43960
https://github.com/apache/doris/pull/43929
https://github.com/apache/doris/pull/46284
https://github.com/apache/doris/pull/38215
https://github.com/apache/doris/pull/38215
https://github.com/apache/doris/pull/41770
https://github.com/apache/doris/pull/41770
https://github.com/apache/doris/pull/41754
https://github.com/apache/doris/pull/40002
https://github.com/apache/doris/pull/40002
https://github.com/apache/doris/pull/39127
https://github.com/apache/doris/pull/39127
https://ask.selectdb.com/questions/D18b1/2-1-4-ban-ben-python-shi-yong-arrow-flight-sql-lian-jie-bu-hui-duan-kai-lian-jie-shu-zhan-man-da-dao-100/E1ic1?commentId=10070000000005324

3. A0 Conf arrow_flight_result_sink_buffer_size_rows, X3#FIELQE XIREIAFIEHLER ArrowBatch X
/N, BRI\ 4096 *8, Add config arrow_flight_result_sink_buffer_size_rows

2.7.2.85 v2.1.5

1. {8E Arrow Flight SQL BETRIZEER FZ, Fix arrow flight result sink #36827
Doris v2.1.4 IZENA SR BT BLRMEE, [BIFIFIEIL: Questions

2.7.2.9 3.0 Release Note

2.7.2.9.1 v3.05

1. {8 & Doris BUBFFF{LE] Arrow AYIE)RH, Fix UT DataTypeSerDeArrowTest of Array/Map/Struct/Bitmap/HLL/Decimal256
types
« 1%BY Decimal2se ZEHYLLNY;
« 1ZBY patetimev2 RV ER IR,
« 1ZBY Datev2 LRI RAIEH;
- 1ZEY 1PV4/1PV6 ZERYLEE S NULL AR EE;

27.29.2 v3.04

1. 2 ¥5 DBeaver & Bl T E{#H arrow-flight-sql W i)0&E$ Doris, ZHFIEFE RITEIENT, Support arrow-
flight-sql protocol getStreamCatalogs, getStreamSchemas, getStreamTables #46217,

2. Z3FZ 1 Endpoint FF1TIEBEY, Arrow Flight support multiple endpoints
3. {I%Eiiﬂth'\LfF NULL E@yu;ﬁ'{% BooleanBuilder: :AppendValues, Fix Doris NULL column conversion to arrow batch

4. {88 show processlist EB7RE & Y Connection ID, Fix arrow-flight-sql ConnectContext to use a unified ID #46284

5. {&%€ Doris Arrow Flight SQL BRAMROTER, SHEREEXMEIRES, Fix query result is empty and not

return query error message

2.7.29.3 v3.0.3

1. IBEEBIREE 0.0.0.0:xxx, connection refused, Fix return result from FE Arrow Flight server error 0.0.0.0:xxx,

connection refused

2. 128 EiARIE Reach 1imit of connections, Fixexceed user property max connection cause Reach limit of connec-
tions #39127

ZBIBIRRZAHIT SET PROPERTY FOR 'root' 'max_user_connections' = '1024'; {EiXHBIAFPHNYEIE
KIEFZLER 1024, BTIGETHTEE,
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https://github.com/apache/doris/pull/38221
https://github.com/apache/doris/pull/36827
https://ask.selectdb.com/questions/D1Ia1/arrow-flight-sql-shi-yong-python-de-adbc-driver-lian-jie-doris-zhi-xing-cha-xun-sql-du-qu-bu-dao-shu-ju
https://github.com/apache/doris/pull/48944
https://github.com/apache/doris/pull/48944
https://github.com/apache/doris/pull/46217
https://github.com/apache/doris/pull/46217
https://github.com/apache/doris/pull/44286
https://github.com/apache/doris/pull/43929
https://github.com/apache/doris/pull/46284
https://github.com/apache/doris/pull/45023
https://github.com/apache/doris/pull/45023
https://github.com/apache/doris/pull/40002
https://github.com/apache/doris/pull/40002
https://github.com/apache/doris/pull/39127
https://github.com/apache/doris/pull/39127

& Jo z BB AR 2 R PR &l Arrow Flight 3ZE 3% £/ \F ge_max_connection/2, ge_max_connection &2 fe FTH A
FPRISEEE, BRiA 1024, SBEBEHIEAF B Arrow Flight E 3530/ N F UserProperty AR max_user_
< connections, ZKiA 100, BTLAZ Arrow Flight ZEIELEIT A1 A P EIE R L FRATIEIRES Reach limit
< of connections, Fﬁbj\%ﬂﬁkéi _H‘_ll]ﬁﬁf—"'ﬂ"] max_user_connections,

[e] BEE DL : Questions

3. {88 MEEFTENHE Connection wait_timeout, Fix kill timeout FlightSglConnection and FlightSglConnectProcessor
close

4. {88 Arrow Flight Bearer Token ITHBfS M Cache FRjEIK, Fix Arrow Flight bearer token cache evict after expired

5. 2152 s HER—ANFIESREINERIAEAY 1P BY, EiIRLERFILAIEMYE & FIR[D] ADBC Client, Arrow flight

server supports data forwarding when BE uses public vip
6. IEEEHIREE FE not found arrow flight schema, Fix FE not found arrow flight schema

7. {25 1%E Datetime F[] Datetimev2 EEERIKX, SEELEFLIIER datetime 2 8 /NEFEI[E]RA, Fix time
zone issues and accuracy issues #38215

2.7.2.9.4 v3.0.2

1. Y10 conf arrow_flight_result_sink_buffer_size_rows, TIF BN R IRIR BRI EHLE R ArrowBatch X
/N, BRIA 4096 * 8, Add config arrow_flight_result_sink_buffer_size_rows

2.7.29.5 v3.0.1

1. BEERREK, BRLERITE = SEFR1TEL/ BE MY Fix get Schema failed when enable_parallel_result_sink is false
#37779
1E Doris 3.0.0 R A, MNREBBRINERES, QL FEU select k1, sum(k2)from xxx group by ki1, {R8E]
BERIBE (BRERITH = LFR1TE 7 BE 1NEY ), X2 support parallel result sink 5| ABY @), 7E Fix get
Schema failed when enable_parallel_result_sink is false ||EETH|§§ y Tf Arrow Flight support multiple endpoints i}%%ﬁ\

Endpoint FHTIZENFIERNEE,

28 WIEFIH

2.8.1 15
2.8.1.1 BIER

{88 FHCREATE TABLE 1B A]TE Doris FBIFR— MR, th 7] LA{SE FHCREATE TABKE LIKE B{,CREATE TABLE AS FAIM B — TRk
ERTE X,
2812 RHZ

Doris FRBEKIABXN/NE B, °]LAESE — R YIIRILERBERTAC & lower_case_table_names A /NE RN ELRRAY,
KINNMBRBEAKE D64 FT, aJLAEEEEEtable_name_length_limitSEii, FEINEEEIL R, BIEBRIVE XS
£ CREATE TABLE,
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https://github.com/apache/doris/pull/36053
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2813 KEMY
Doris FIERIBAPFRIUIEEEREE, B!

» IHBER (buckets): REBIBRERTHINF;

» TS (storage_medium): FEHIRIEAITFAETI TN, W{EA HOD, ssD BIEFZHZETF(iE;
» BIASER (replication_num): EHIEIREIAIEE, ARIEEBEIITTRFAISEN;

- R BTFERES (storage_policy) : ZHIBUREY SR BIF AT RES;

XEBHFRATAX, RXEIEZR, PXMEBEECHEN, ERRBERNRREIZNSXENR, Xt
EZREBFNSXAEN, RTEMHESHNERESEENREN. SHXKe]URMIREXLEEM,

2814 EBEI

1. ERSENRIERE: JIRRIEATEN, BERNFEEE— S ENSIERE;

2. ERSENSBN: ELLENSEXAEENRDHE, PIETE RS BKRIEXI L, =JMELED
BOXREEN S X IRE

3. NONFUIRIE: DOIRL vALUE SRR BRI, WRBIRICATTAL, IR Kev FUSE B BIRL AL RERRIR
fE, SRR EEURTRIEE, KMERETREBRRIR Koy TS EEREIEEE,;

4. (RALTFAERES: RTUAMERBRIFAER S EBIRRTFE] HOD 53 S3/HOFS,

2.8.2 FRIEH

2.82.1 1EEIHEHA

7E Doris PFERNFEIREREE, UNEXBIEFMESEESN, 7 voris PRE TIHARE, RERIUNUK
FRIRE =MRIRE, AJUNHAENNAZRER, TRANKREREERANNBIERE. RELEHMG,
ERGENRERBE TSNS BER, RRIEBELSENREHNSHIE.

28211 RIFEEHHE
7E Doris Pz =FRIEEL :
- BB4AAREY ( Duplicate Key Model ): FBIFIETEHT Key FUEE, Doirs FEEREBFAIEEANEIE, EBT YN
REBFIBRBEIRICRIIER;

« ERREY (Unique Key Model ): B—1THY key EIMfE—, BIHBIRLSTER] key FIRSFHAELT, Doris FiEE
THEA ey ARBEFBEANKIE, EATHRIEEHNER;

-« REMEEL (Aggregate Key Model ): BIRIE key FIRS IR, Doris FEERREBRSEHVEIE, M=) AR
PEFEZEMEAERLESE; EEATERELLSREER (WEHETIE) MR,

TEERE, RRENBUECEMIN, TiEEN, HRISERSENEAEXEE:
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+ Duplicate key: BEEEEHEER) Ad-hoc Eifl, BARBELTEZNAMREMEYE, ERFAERRERENY
R, ATUREZEIFREMME (RIZEHEXRT, MAFZIZEFE Key 51 ),

* Unique key: FHITREME—ERAIRMIZR, rTURIEERME—MLOR, BERLEFA roLLLP FARE
TROERMLE,

« Aggregate Key: FJABNTIRS, WA ERSEWNNAFTABNKEENEINITEE, FEFES
BEEEANBRREES DGR, BRIZREN count(*) BRIRAKYF. BNEREE T value 5 EHYER
BAN, ERTEMEENRSERR, FEZEIEEERL,

- BRI BEAXEERIZAEIEHERSIRAEMN I EHRENE X ERARIL

28212 HIF#

£ Doris BB, BUBUSIFIFNTFAE, —IKROIUD H key U5 value 5ll, B, key JIATFHESHEF, value 7l
BTE&5RE, ky AR — MRS NFER, TERE, RIEBEMRIEEIP, Aggregate Key, Unique Key F
Duplicate Key BIFI 1T HUIRHEF 731,

TNENRBRUHFEBREERIIEE key 5, DHIBERNERIZ X : X TF Duplicate key #REL, key FIRRHERF, &
BE—RIAR, & Aggregate Key 5 Unique Key WEh, SBEF Key FIHITRS, Key PEEBHEFRRIEES, XB
ME— VLR,

BIEERAAIF AT UHRMA T ES:
- INEERMRE: HIFRBEMTRLREREE, YT iRERSLIEER, I ARFREREN
HIENMNE, WTFREFEHITHFNER, el R ARIFRHITHIFINE;

- BiEEEA: BEZAIFREFFEIRESEHENNE, BUNBESREE—E, EHREKE
ERS, MMENSIERTFIESE.,

« WV EEMA: HER unique key REY, BITHIFHE, Doris BEE BRMUINFHITEEIRIE, RILHIEME—,
SRR, TRUEEMN TR

« Key FIWATNTEFRE Value FIl ZHll,

- REEREIER, RHBRREINITENERIRZSTFHR,
- WFARKERBRLRFERERN, EREBHE,

« X4F VARCHAR 1 STRING EEIFKE, E1EWHBNIREN,

2.82.13 FRIRBIGESINTLE

B4R EY FRER RERE
Key FIME—2£93R AZHE, keyFIT]AEE XS] E S
B A E %F ¥ SES
FEMCAE bR e BES =3
UPDATE 1&%] AZH ES A2 H5
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AR EY ERRE RERE

DELETE &) ¥ Xt A" HH
SANBITENR Az +5 pEcd A"ZH5
YN EE s Ecd i abeEc

2.8.2.2 BRZAIETY
BHZAIEELZ Doris PRIEKINIERIZEL, AT RESRRREIEICR, 2R, 1813 DUPLICATE KEY EE R

FHEHEFY, ML ERER, —REBWER=JINELHNIEAHIFE, BEREEHSEHFR, B
PEEMBERUTHR:

- REBFEBHIE: PARAEREBTSENFREBRE, E5TEFRSERREHE. MTEEHTIFAK

BOMPNAZR, BIXERBMARE, B REIREERIIXE;

- AEEHARE: SREEESTRRIAE, RABEARSWNBEHITEESRESIRF. BERS

HEEMEE, SXBEARBIWTERE;

- RIBNHIEENR: PARIRE T EENRBKIE, PTMNZBEAEPRERRAT, ET2EHREME

BHENRESERMF, NMETTRBIENE T RARERI DT,

28221 {ERiZ=
—ARARLAREL PRV EIE R 1TIEN, IBEIBARSEH, AR ERTEEFMHELERRHENZ=:

- BEFE: BT FMESENEREFES, MiARAR. #HRATS. 8—FRUESESERIFHICE,

HERENETT5H;

- APTARE: ENMAFTAHN, MRER8E. BPES, FEEREAFMERITH, HE

REMBR BRI T RABRHTIEFAD;

HiE: EREFMRSZTHANTERIEN, RELERN—BASRERIELE, RARRESE
—ERGER, TEREIE—ZICR, HENRISZHEITEHAIIIK,

%5

2.82.22 ERIFHHE

TE2RAY, BJLAIEIT DUPLICATE KEY XEFIETEBHMIREL, BRR WIS E BUREY key 71, B TFEFAERTIT
BIBFHITHER., THIRBARPEFME THEER, HEHIW T log_time. log_type I error_code =F#1T 7T
HEFR :

CREATE TABLE IF NOT EXISTS example_tbl_duplicate

(

log_time DATETIME NOT NULL,
log_type INT NOT NULL,
error_code INT,

error_msg VARCHAR(1024),

op_id BIGINT,

op_time DATETIME
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)
DUPLICATE KEY(log_time, log_type, error_code)
DISTRIBUTED BY HASH(log_type) BUCKETS 10;

28223 PIREBASTEME
ERRART, FIEAHITEESRES, BAREINEMEEUE, BMERD ey TIIBHNDHERF.

Insert Data
log_time log type  error_code | error_msg op_id op_time
‘ | | ‘ 11-01 2 2 timeout 12 11-01
11-01 2 2 timeout 12 11-01
11-01 2 2 unknown 13 11-01
11-01 2 2 unknown 13 11-01 i
11-01 2 2 timeout 12 11-01
Raw Data Data Insert Group By Key .’-'-:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
log_time log_type error_code ‘ error_msg | op_id | op_time ‘ . I 11-02 I 1 l 2 I SHCcess 3 11-02
11-01 2 2 timeout 12 -0 T
11-02 1 2 o — 13 11-02 | 11-03 | 2 | 2 | unknown 13 11-03
11-03 2 2 unknown 13 o3 00000y T T
11-04 2 2 timeout 14 11-04 ; [ooe [ 2 [ 2 [ timeowt | 14 1104

22: columnar_storage

ELOITR, RPREREB41TRIR, BA21TRIRE, RAIEM (ArPenD ) FSTVTFE, HiteiTHIRE:

-- 4 rows raw data

INSERT INTO example_tbl_duplicate VALUES

('2024-11-01 00:00:00', 2, 2, 'timeout', 12, '2024-11-01 01:00:00"),
('2024-11-02 00:00:00', 1, 2, 'success', 13, '2024-11-02 01:00:00"),
('2024-11-03 00:00:00', 2, 2, ‘'unknown', 13, '2024-11-03 01:00:00"),
('2024-11-04 00:00:00', 2, 2, ‘'unknown', 12, '2024-11-04 01:00:00");
-- insert into 2 rows

INSERT INTO example_tbl_duplicate VALUES

('2024-11-01 00:00:00', 2, 2, ‘'timeout', 12, '2024-11-01 01:00:00"),
('2024-11-01 00:00:00', 2, 2, ‘'unknown', 13, '2024-11-01 01:00:00");

-- check the rows of table
SELECT * FROM example_tbl_duplicate;

o e - - - R R ittt Fem e - R e i et +
| log_time | log_type | error_code | error_msg | op_id | op_time

e i e R e e +
| 2024-11-02 00:00:00 | 1] 2 | success | 13 | 2024-11-02 01:00:00 |
| 2024-11-01 00:00:00 | 2 | 2 | timeout | 12 | 2024-11-01 01:00:00 |
| 2024-11-03 00:00:00 | 2 | 2 | unknown | 13 | 2024-11-03 01:00:00 |
| 2024-11-04 00:00:00 | 2 | 2 | unknown | 12 | 2024-11-04 01:00:00 |
| 2024-11-01 00:00:00 | 2 | 2 | unknown | 13 | 2024-11-01 01:00:00 |
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| 2024-11-01 00:00:00 | 2 | 2 | timeout | 12 | 2024-11-01 01:00:00 |

R Fomm - - Fom e - - R Fo--—-— R it +

2.8.23 THEER

HEEE MR, FTRAEEERAREY (Unique Key Model ), ZIEEUMRIE key FIRIME—HE, IEASKEFEIER,
WRIESESEBNEE key IR, MABIEICK VRN, SEMOBUIERIELL, TREMERTRIEN
BHiaR, EEATEFREITEREIINERES,

FRRBEBUTHR:

- BT EWHEIT UPSERT: ERARIRR, TRESNWIESEN, TRATFENICRIEA;
- ETERHAITEE: TREEPH ey JIEBHE—, SWREEZRIINEIERITEEERIF;
- SIIEE: XESMBEENRIR, RN TEHERIEEMMTESE WML,

2.823.1 {ERF=E

- SIERIEER: ERT Lot BUBERHERER, SINRISEMICEK, FSWAIT UPSERT 121F;
- HIESNEE: NI SRBMEFXZEERRT, EATRRUGUETAF D ESNEE;

- FEHRDINEH: NEEGEIREFEZZBMENNNNESNE, BRITRGRJENERZHRE,
BT ERIERER DI EHRE IR CAST AL R TL IR TR IRAF,

28232 SMAT
7E Doris P ERIEEI G ML :

- EREH (merge-on-write i B 1.2 lRAEE, Doris BIAMERABEREHRN, BIEAESANIZNSHAER
Key BUIER, MRTFMENBARENAE, SNEARMEBMBEAMLLE, BRSMRENBRIESH,
FZFFB1E N ERIFMER. RS RaREFERLR;

- IZBFEFH (merge-on-read ): 7E 1.2 hRAHT, Doris PRI EREAIAER N SH RN, BUREBARFH
NETEF, UEEMHNENFE, 7E Doris RIRE S MIRA, ZiBEX Compaction B, 3T E3EEHE
17186 key MIRRAEF. IEREHESEZELWGR, EERRFBEITZMREEH, BIELET
#, ATRESFmAEREE,

£ Doris FE T ERBERERBERMIEN

« BITEH: Unique Key AR ERIARY TR FTiE W JoB&{TUPSERT, B[l UPDATE OR INSERT, iZ{TEUIEHY Key ANRTF
E, WHITEH, MRAREFE, WHTHBIBEA, BT UPSERTIBX T, BIEAFER Insert Into 3§
EEBNG)#1TE AN, Doris B A7E Planner Y RIZHEAVTIER NULL (BN EHZIAMBEHITIER,

- BRYEH: NMRAFRPEEEHRNFER, EEFEAENESHIN, HEIBENSERABRIENT
BEIRIE, BB T EH,
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28233 BEREH

TEXESRAY, {FEF UNIQUE KEY XIBFrILMEEF R, BT E/RFHE enable_unique_key_merge_on_write BE
T AIEEENESHER., B Doris 2.1 lRAUGE, BIAFRBRENRSFH:

CREATE TABLE IF NOT EXISTS example_tbl_unique
(

user_id LARGEINT NOT NULL,
user_name VARCHAR(50) NOT NULL,
city VARCHAR(20),

age SMALLINT,

sex TINYINT

)
UNIQUE KEY(user_id, user_name)
DISTRIBUTED BY HASH(user_id) BUCKETS 10
PROPERTIES (

"enable_unique_key_merge_on_write" = "true"

),

28234 1ZREH

TEEERAY, {EF UNIQUE KEY XEEFe]UIBEF#R, BB /RXM enable_unique_key merge_on_write B
AT EE iR S FHER, 7 Doris 2.1 lRAZET, BIAFBIENEFHF:

CREATE TABLE IF NOT EXISTS example_tbl_unique
(

user_id LARGEINT NOT NULL,
username VARCHAR(50) NOT NULL,
city VARCHAR(20),

age SMALLINT,

sex TINYINT

)
UNIQUE KEY(user_id, username)
DISTRIBUTED BY HASH(user_id) BUCKETS 10
PROPERTIES (

"enable_unique_key_merge_on_write" = "false"

),

2.8.235 HIBEANSEE
EERRP, key IIRNNABATHRE, THTEE, BEALRUER, HE key NIEREEWES,
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Insert Data

user_id user_name I city | age | sex | 5 - - 2 - 2
om raw
101 Tom BJ 27 1
101 Tom BJ 27 1 insert
102 Jason SH 28 | T i i i —
G by K
Raw Data Data Insert roup by ey 102 Jason BJ 27 1 raw
user_id user_name | city | age | sex I
101 Tom BJ 26 1
102 Jason BJ 27 1
103 Juice SH 20 2
104 Olivia Sz 22 2

Upsert by Key
user_id user_name | city | age | sex |
101 Tom BJ 26->27 1
102 Jason BJ->SH 27->28 1
103 Juice SH 20 2
104 Olivia Sz 22 2

23: unique-key-model-insert

MEGIFTR, ERPE41THRE, A 2175, FEANBRIEETERETTER:

-- insert into raw data
INSERT INTO example_tbl_unique VALUES

(101, 'Tom', 'BJ', 26, 1),

(102, 'Jason', 'BJ', 27, 1),
(103, 'Juice', 'SH', 20, 2),
(104, 'Olivia‘', 'Sz', 22, 2);

-- insert into data to update by key
INSERT INTO example_tbl_unique VALUES
(101, '‘BJ", 27, 1),

(102, 'SH', 28, 1);

'Tom',

'Jason',

-- check updated data
SELECT * FROM example_tbl_unique;

Fom e [ S, Fomm e o Fomm e oo Fomm oo +
| user_id | username | city | age | sex |
e oo Fomm oo Fomm e E oo o +
| 101 | Tom | BJ | 27 | 1

| 102 | Jason | SH | 28 | 1

| 104 | olivia | sz | 22 | 2 |
| 103 | Juice | SH | 20 | 2 |
R R e R R e +
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28236 EBEEIMN

+ Unique TREYSEIM A X REEE B RINTE, FTiEBEIL schema change BE1TIELY;

« EEITUPSERTIBX T, BMERAF{EH insertinto FEE BN TIHITE AN, Doris tHA7E Planner FIG R IZHAY
HUERS NULL BERE EIAERHITIER;

- BRINEH, WRAFPFEEEHISFR, FEEASHESHZI, FEIRENSERARHS
BB, RERXAEER 7 EHREE X EREN;

+ {£H Unique IRET, A TRIEIIEMIE—E, HXBYOAEEE Key FIA,

2824 BEIEH

Doris IR SRE T HSWRLEAMERIBEERPHIRSEFIRIT, CEIMREHE, RLVEEUHE, B
Eittee, RERBEIAFMRS/NMIE, DTEFEZEHMESIH,

28241 {ERF=H
- BBARUERHITICE: ATHEETIFAMNBHEENE. SRNENEFRSEE. TSR EEF
Siamd, #HITSHEILS;

- AEBEWRABAARIE: NBRRRERR. APRBITHNNS, RERIEFEERERS, NFE
&L 2 E IR,

28242 [FHIE

B RBBEANSERSERARM —MRAE, 7E compaction HERHITIRASH, EEANSKBERHAIT
BIERS:

1. BIESAME: BFEZEAREAN, BHREMR—TRE, ANERRSROKEHITVISRS (WK
NI 5

2. REXHSHMER (Compaction) : BMRAEXUSEIMEH, BLTURFMILFMH;

3. ik BN, RASREFR—RESEBUE, WREWERER.

2.82.43 ERIGHH
fSEF AGGREGATE KEY K EF A BRIMIEER SRR, HIETE Key JIBTRSE value 71,

CREATE TABLE IF NOT EXISTS example_tbl_agg

(
user_id LARGEINT NOT NULL,
load_dt DATE NOT NULL,
city VARCHAR(20),
last_visit_dt DATETIME REPLACE DEFAULT "1970-01-01 00:00:00",
cost BIGINT SUM DEFAULT "0",
max_dwell INT MAX DEFAULT "0",
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)
AGGREGATE KEY(user_id, load_dt, city)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

FHIREX TRFPEEAEEITHR, & user_id, load_date, city & age {EJ key FIHITERE., HUIEEA
Bt, Key JIESBEM—1T, Value JISIRBIEENRS LR ITHERS,

ERERPFUTRENEERS:

RehAd A
SUM R, Z1THY value IFITEN,
REPLACE BR, THEBUETH value 2B R ZEIZS AITHIITHAY value,
MAX REBHRXIE,
MIN RE&R/IME,
REPLACE_IF_NOT_NULL E=EEMR, 5RePLAcE X BITETFIY null {8, REEIR,
HLL_UNION HLL ERIPFIRIBR S0, 8iT Hyperloglog BiE RS,
BITMAP_UNION BITMAP SEEIMFIMRE AR, HITUEMHAERS

B

MRUEMREAFRATERBUSZFK, PIBOEREFER agg_state £H,

28244 BURBIBASTEE
ERERP, WEETIRHITREERFE. BIBBAEREHREREIRE,
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Insert Data

user_id load_dt city | lavaist_dt| cost. | max_dwell |
101 11-01 BJ 10-30 20 10
102 11-01 BJ 10-30 10 30
Raw Data Data Insert Group By Key
user_id load_dt city | last_vist_dt cost. I max_dwell |
101 11-01 BJ 10-29 10 20
102 10-30 BJ 10-29 20 20
101 10-30 BJ 10-28 5 40
101 10-30 SH 10-29 10 20

result

24: aggrate-key-model-insert

ELOIR, RPERB41TRIR, EEA2TRIER, ET key JHITHEIINRSIRIE:

user_id load_dt load_dt last_vist_dt cost max_dwell
101 11-01 BJ 10-29 -> 10-30 10+20 max(10, 20)
102 11-01 BJ 10-30 10 30
102 10-30 BJ 10-29 20 20
101 10-30 BJ 10-28 5) 40
104 10-30 SH 10-29 10 20

-- 4 rows raw data

INSERT INTO example_tbl_agg VALUES

'BJ', '2024-10-29', 10, 20),
'BJ', '2024-10-29', 20, 20),
'BJ', '2024-10-28', 5, 40),
'SH', '2024-10-29', 10, 20);

(101, '2024-11-01",
(102, '2024-10-30",
(101, '2024-10-30",
(101, '2024-10-30",

-- insert into 2 rows
INSERT INTO example_tbl_agg VALUES

'BJ', '2024-10-30', 20, 10),
'BJ', '2024-10-30"', 10, 30);

(101, '2024-11-01",
(102, '2024-11-01",

-- check the rows of table
SELECT * FROM example_tbl_agg;

R et R el R Fm e e e e e - R il +
| user_id | load_date | city | last_visit_date | cost | max_dwell_time |
oo oo o o e e tomm e e oo +
| 102 | 2024-10-30 | BJ | 2024-10-29 00:00:00 | 20 | 20 |
| 102 | 2024-11-01 | BJ | 2024-10-30 00:00:00 | 10 | 30 |
| 101 | 2024-10-30 | BJ | 2024-10-28 00:00:00 | 5 | 40 |
| 101 | 2024-10-30 | SH | 2024-10-29 00:00:00 | 10 | 20 |
| 101 | 2024-11-01 | BJ | 2024-10-30 00:00:00 | 30 | 20 |
B et R ettt Foem——- R et R e +

141




2.8.2.4.5 AGG_STATE

B

AGG_STATE =L i045tE, BWNEHA LS MRIAMERERA,

AGG_STATE NEEFF 0 key 5UfER, BRINFZENFARSRBNER. F1FEERRERKEMIME, FKIRTFME
HRIER/NEREAEME X,

set enable_agg_state = true;
CREATE TABLE aggstate(

k1 int NULL,

al int SUM,

v2  agg_state<group_concat(string)> generic
)
AGGREGATE KEY(k1)
DISTRIBUTED BY HASH(k1) BUCKETS 3;

ELE RGP, agg_state A TFABBEIIESEE!, sum/group_concat WRERIME R, agg state B —FPEIBLE,
ZEAATF int, array, string, agg state RBESstate, mergeunion RBEESRIEEERH. ERTRESRBMWPEISR,
5040 group_concat BIFREPIAZS, MIERLLER,

agg_state REVEEZE(FH Y state BRBURERN, WFHBIRNXNER, FEFEH group_concat_state:

insert into aggstate values(1, 1, group_concat_state('a'));
insert into aggstate values(1, 2, group_concat_state('b'));
insert into aggstate values(1, 3, group_concat_state('c'));

insert into aggstate values(2, 4, group_concat_state('d"));

LERRATTES VI FEFRR:

K1 V1 V2
1 sum(l, 2, 3) group_concat('a’,'b’, 'c")
2 sum(4) group_concat('d")

25: state-func-group-concat-state-result-1

EEERS, PIPAER merge BEEH Z 4 state, HERERLREER. EH group_concat W FIRFBEEXK,
FTASE R BN RER,
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select group_concat_merge(v2) from aggstate;

MRTRERLNRSER, MAERETEILER, ATLAER union BIF:

insert into aggstate select 3,sum_union(k2),group_concat_union(k3) from aggstate;

LA RAITTEIT :
K1 V1 V2
1 sum(1, 2, 3) group_concat('a’,'b’, 'c")
2 sum(4) group_concat('d')
3 sum(1, 2, 3, 4) group_concat('a','b', 'c','d")
26: state-func-group-concat-state-result-2
BIRLERNT:

mysql> select sum_merge(k2) , group_concat_merge(k3)from aggstate;

S S +

| sum_merge(k2) | group_concat_merge(k3) |

R e i i +

| 20 | ¢,b,a,d,c,b,a,d

i oo e e e e e — e o +

mysql> select sum_merge(k2) , group_concat_merge(k3)from aggstate where k1 != 2;
Fom - = R +

| sum_merge(k2) | group_concat_merge(k3) |
S o e e e e e e oo o +
| 16 | c,b,a,d,c,b,a |

e B it +

2825 {FREE
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2.8.2.5.1 ERETHZERIFERIN

1. Key FATTERT A Value 51 Z &,

2. REEFRERER,

ERHBRLMR T ENERNRES TFHTH.

3. WFABKEMNEBRIERAERRN, EEZHEENR],
4. ¥4F VARCHAR F0 STRING BRI K E, EIEISAEN],

28252 REREIMEREM
X BT Aggregate 18R, RNATRBESIEENFRM.,
ERSERG, BRI RIN, EREABSENHE. iR, TMERBEEIE (tLIiiEANRE

SRR ), YIBEIEMAR, UWRIENIMNERRII—EME, 265%ER,

RIRREMUT :

ColumnName Type AggregationType Comment
user_id LARGEINT FFid

date DATE HIEENBEA
cost BIGINT SUM BFRiE#
RiIgFMESIZPRBUNTENEEEANTHRRIHRAIELIE

batch 1

user_id date cost
10001 2017/11/20 50
10002 2017/11/21 39
batch 2

user_id date cost
10001 2017/11/20 1
10001 2017/11/21 5
10003 2017/11/22 22

AJAEE], AF 10001 DEBERNSAMXPHRIELLERS. BRI TRIIAFPAEERIWNTRER

BRMBIE:
user_id date cost
10001 2017/11/20 51
10001 2017/11/21 5
10002 2017/11/21 39
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user_id date cost

10003 2017/11/22 22

BAEE WS I ZRMATREE T, RRIEHIEXTIMNT—EUE,

7o, ERET (value) £, RITEREGXBEA—BNRSLERN, ZITIES, LWNEWNLRAIFRIT
MTFEH:

SELECT MIN(cost) FROM table;

BRMERZ 5, MAZ 1,
ER, XFH—EMFRIE, EREERF, SWKHFEREENE,
AR E AR count(*) il 99 :

SELECT COUNT(*) FROM table;

EHEMBEED, IREREBRRRMIRELER, FRESKMLE, FATTUEILN “SARITHITITE,
RTF count WATHER" , NEEE MR “NEBEJIEE, RS countfB” AR, RFRNOEFHE, 8
ARISERLGSR, BRE voris WREERER, IMSHAHEEEK,

BARI = B £ 3E S 5l :

batch 1

user_id date cost
10001 2017/11/20 50
10002 2017/11/21 39
batch 2

user_id date cost
10001 2017/11/20 1
10001 2017/11/21 5
10003 2017/11/22 22
ANRENRESERRD:

user_id date cost
10001 2017/11/20 51
10001 2017/11/21 5
10002 2017/11/21 39
10003 2017/11/22 22
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FTBA, select count(*)from table; BUIEMRLE RN 1Z N 4, (BWE RITHE user_id iIX—%1, RN LE TR
&, REBRMLERI 3 (10001,10002, 10003 ), MIRAMEENRES, MWEEMNERE s (AR —Hs51T
R ), PIILXFNERE AR,

RHTHIERIER, YIEIEE user_id ¥ date XFFIIEIE, Bl LEERES, A8EiRME 41 X4
ERIER, Hj?fzelﬂ, 7E count(*) BIEA, Doris WTIFAHEFT B A AGGREGATE KEY 1] ( J_Eetzsuser id date ),
HARER, AeBABEERNER, SREIEESH, countt) BRFEEZREARENEIE,

FEt, SHivss EBRIMER counr) E1RRY, BIWAFETEIN—MEER 119, RSEE R sum BIFIRIRHL
count(*), WANIA BIFIFHREVREEN, FHANMERIT -

ColumnName Type AggregateType Comment
user_id BIGINT BFid

date DATE HIEENBES
cost BIGINT SUM BAFR g%
count BIGINT SUM BT it& count

EIN—N count 3, FEEALBIER, ZIMEIEI] 1, W select count(*)from table; FILEREM T select
<> sum(count)from table;, MEEMNEBANRIFZSTrIE, FIXMANLEERRS, MRRAFEE
BITRIE, F2EE S A AGGREGATE KEY FIERFAEI T, &M, select sum(count)from table; RBERIRIRIA
EABITE, MIAR select count(*)from table; BJIE N,

_fquj_ft, jg‘j[,;E'El{%.y[]J:E’(] count 5“5"]5&@?@@3&%} REPLACE, Ef{‘igjﬂﬁ'ﬁjﬂ 1o FB 2, select sum(count)
< from table; #ll select count(*)from table; AR R—HH, FEXMAR, REEAEEITHRE
i,

2.8.2.53 Unique IR BRF S FH LI

Unique IREIM B S H LI BRSEBMERM, LELAI'I'JZLE’J%UEﬁ@J ENEHIEREAR rowset
YEI0T 3N EY delete bitmap, RIFCHPLIBFERES. F—MBBEBSABRSUOT

batch 1

user_id date cost delete bit
10001 2017/11/20 50 FALSE
10002 2017/11/21 39 FALSE
HECHIBIESEATRE, F—IBIBEPESMNITHMSBINCHEMER, LR BEHERESNT

batch 1

user_id date cost delete bit
10001 2017/11/20 50 TRUE
10002 2017/11/21 39 FALSE
batch 2
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user_id date cost delete bit

10001 2017/11/20 1 FALSE
10001 2017/11/21 5 FALSE
10003 2017/11/22 22 FALSE

EEWR, FTBTE delete bitmap PHATICHIFRIVEBIEEARIZLR, RALBEFTHITMEFNBERS, Lk
BUBRP BT 417, ERHMNERBNIZE 417, BAMRIUAREAHKR/NARIKNER, BRIE
REIE “NABE IR, RS countld” BIAT,

EMAIMER, count(*) EIBTE Unique IREUMW SR SH LI LRIMERE, MBEERSREE 10 B LHIRF

2.8.2.5.4 Duplicate FEEL

Duplicate IREUS B R SRR NERMYE, EHZRERNELREIER, EM count) ERR, EREE—T!
&if, ENFI1FEIERIEMRIER,

2.8.2.55 Key JIHIREE X

Duplicate, Aggregate, Unique 8H!, EBXTERRIETE Key Jl, AMKIF L2 BFIXAI8Y: IF Duplicate 1RE!, TR
B keyZll, BTBAINARZE “HEFS” , FHIERE|IME—FRIRAIIER, M Aggregate, Unique IRELXFRGHRAEIMR,
key FUR IR “HEFFY)” F0 “ME—HRIRT)” , REIEEENX LR “key 3",

2.8.2.5.6 IRELEFEIN
ERHIBRBERRNMEZAE, BEEENR, T, EFE—INSENBIERINIEEEE,
1. Aggregate HREURTLUBE MRS, AR SEENAMERENHUIEENEENITESZ, EEES

BEEEANBRREES@HR, BERIZIEEN count) BIRRARIF. FREREET value 5l ERIER
BAN, ERTEMERENRSERR, FEZSEIESERL.

2. Unique FREIHH I B EM—ERLIRMIGR, TURIEERE—HELR, BRELEFA rRoLLUP FTRE
TROEBMLE., WTREENERSUEZRNAF,, EEERB 12 REAMANSRESHEU,

3. Duplicate IBEETLRER Ad-hoc Eifl, BARETLEZNAMRSHFE, ERFAIZREEANLR, 7]
AR EINFRBEAS (RIZEEXY, MAFTZEIZENAE Key 71 ),

4. NRBIBPINEFER, BEREXEERIZFEI NV EH SRSERINY B KEEXFERER
-\l«)‘io
283 FIBXIS

2831 BIEDHEE

£ Doris 1, FIFENHIBELSEN D XD RRE, FRUIESVHREZI SN RIESH (Tablet) £, A7
DAASTHRNTFENTT SRS, IHAIERIENSRFEFER,
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28311 BIEH AL

HIESA

HIBS B, Doris HERIBRID XRBFHIBITHREINNMNSX, EE, BEIWRBBHIBTE—D
MRS XAMERS R, NMAE T HETHFMEMLE,

BT

EiEE1TES, Doris LB SBIED XA ERIEHEHE, SXURLAETEERE, T2 kjoNZREEHE
B, PIRESAREBET RIBUBER (shuffle), BIEMD XA FIZITEILURL shuffle FFE 53 FI A Colocate Join
RILEEHEE,

2.83.12 TRSEMEREN

Doris SERFHI A T AIMI T m2ERK :

- FETIR (Frontend ) : EREHITHIE (MR, 75 ), 715 squ RN ST,
+ BE WM (Backend) : TFE¥NIE, ARTEESZHIMIT, se NERICEEREIE re, BIREILARF,

YRS H (Tablet)
BE T BV EEUIR 2 FBVEIE, BN FH 2 poris PRIEEEMR/\EIT, HhRBUEBINFMEHIWEREL,

2.83.13 XK

NEXRBIEBRNE—EEELS, ATHRPIBRIEXID AENRIFE. Doris RHFLAT R X LR =
Mo XART:

SRR

» Range X : RIED XFEMESCEFHRIEITHECRINT N 5T X,
- List DX R\ XIBEMMEFBIRITO RIS X,

AXERN
- FIINX: ARPFIRIRSKX (WMBRATEESET ALTER EBE)IEIN ),

- AN X: ZRAERBEREEEANBMNEIESX, EEABERAZEFLUNESX,
- B KX: BIESAN, RAREFESNCRIZBNNSX, ERMISHEREEMIZSHTX,
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2.83.1.4 HEERRE

PHERIIBALNMNE_EBELY, BTESXRNEEETH—SXPBENMETT, Doris ZHFUTHMS
wmAaN:

* Hash 7348: BT IHESEIVERN cre32 BHE, FNOBBEUER, BEIBTHIRHREIDH .,
+ Random 71&: FENDECEEITRIDH P, {EH Random 7 4EEY, BILAEFT load_to_single_tablet {1t
INTRREIBAIRIRS A,

28315 BIBRHHIML

Colocate Join

WFEEMEHITJoOIN RS EWAIARR, SIS Colocate FRIE, FHERE S RIEMBIERERER —YIE
TRE, BOBETRIRIESE, ANMEZRAEIEMEE,

XHEE

BB, Doris Al LAELTIRFHHEEREXNSX, MR SIERHTE, R vo FHE,
DWEFHIT

Einft, SENSEHREIUTES AR ERIRM vo FiR.

28316 FIEHHBER

1 BYBESHRRGEIINHES e VTRL, BRABMREBRMBATRIEH, NMESRAREE
HEBE,

2. RICEEHAESEMN S XEHTUXERLVABHNEIEE, SEMNSEHFIUREATEHFITE, /18
FI A Colocate BT LABEAR shuffle B A<, 1EFtJOIN FIREEHNE,

3. RIFHIEEE

- IZAHE D XRTFISERIHE (HDD ) SHEUE (ssD ).
- EHAMIBRD L 5 X R AE= ],

4. EHITHIEIREAN D R TRIEFME e M P, ALFEESERFDFRE, SRERN:

- #1000 A9 E, FEELE 1006 NTZ.
- BANBEREBIVD A EN/NNTF 2 A,

5. RILBEASTH
- DRBNEIRES] (B <128), NERE AT,
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BFLRH RN S5 BRRE, vors BB ZHAMBSIBNTHEEHLE, RREMERY

2832 FIHHKX

2.832.1 X7

- PXHETAFEE — NSNS F, FXFITA Key T,

- FMERKINRALAKE, AEHXER, HEZMNEIS,

c DX ERIC LEE LR, BEIARFIEHKE 4006 MK, MBBRBEIX/NPRE], =JAE Fe B
Eimax_multi_partition_num*ﬂmax_dynamic_partition_numo

- ARERSXERN, RASBMEN—IMNRBERY, 2EBENSX, ZoXWAFPRER, 7
BAETHER,

- SIS XRARRIEREEZEN DX,

2.83.2.2 Range X

PXIEE RETEY, UHENEREIHIBEIE. Range 77X S2#FH951ZEE! DATE, DATETIME, TINVINT, SMALLINT, INT,
BIGINT, LARGEINT,

PXER, XFHMIMEEA:

1. FIXED RANGE: EEX N XMZEFEHFKXIE,

PARTITION BY RANGE(coll[, col2, ...1)
(
PARTITION partition_namel VALUES [("k1-lower1", "k2-lower1", "k3-lower1",...), ("kl-upperi",
— "k2-upper1", "k3-upper1l", ...)),
PARTITION partition_name2 VALUES [("k1-lower1-2", "k2-lower1-2", ...), ("k1-upperi1-2",
<> MAXVALUE, ))
)
AN LN
PARTITION BY RANGE( ‘date”)
(
PARTITION "p201701° VALUES [("2017-01-01"), ("2017-02-01")),
PARTITION "p201702° VALUES [("2017-02-01"), ("2017-03-01")),
PARTITION "p201703° VALUES [("2017-03-01"), ("2017-04-01"))
)
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2. LESSTHAN: NEXAXER, FTRAL— 1M XHERARTE,

PARTITION BY RANGE(coll1[, col2, ...1])

(
PARTITION partition_namel VALUES LESS THAN MAXVALUE | ("valuel", "value2", ...),
PARTITION partition_name2 VALUES LESS THAN MAXVALUE | ("valuel", "value2", ...)

)

ARG

PARTITION BY RANGE( ‘date’)

(

PARTITION "p201701° VALUES LESS THAN ("2017-02-01"),
PARTITION *p201702° VALUES LESS THAN ("2017-03-01"),
PARTITION "p201703° VALUES LESS THAN ("2017-04-01"),
PARTITION “p2018° VALUES [("2018-01-01"), ("2019-01-01")),
PARTITION ‘other” VALUES LESS THAN (MAXVALUE)

3. BATCH RANGE: It ERIEEF LTI B 2R RANGE DX, EX P EXMEFHEGHXE, IZELK,

PARTITION BY RANGE(int_col)

(
FROM (start_num) TO (end_num) INTERVAL interval_value

PARTITION BY RANGE(date_col)

(
FROM ("start_date") TO ("end_date") INTERVAL num YEAR | num MONTH | num WEEK | num DAY | 1
~— HOUR
)
NI
PARTITION BY RANGE(age)
(
FROM (1) TO (100) INTERVAL 10
)

PARTITION BY RANGE( date’)

(
FROM ("2000-11-14") TO ("2021-11-14") INTERVAL 2 YEAR

4MULTIRANGE: HtEEIE RANGE X, EX P EXWAEFRNEGHFXE, REEITF:
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PARTITION BY RANGE(col)

(
FROM ("2000-11-14") TO ("2021-11-14") INTERVAL 1 YEAR,
FROM ("2021-11-14") TO ("2022-11-14") INTERVAL 1 MONTH,
FROM ("2022-11-14") TO ("2023-01-03") INTERVAL 1 WEEK,
FROM ("2023-01-03") TO ("2023-01-14") INTERVAL 1 DAY,
PARTITION p_20230114 VALUES [('2023-01-14"), ('2023-01-15"))
)

2.83.2.3 List X

43X %3745 BOOLEAN, TINYINT, SMALLINT, INT, BIGINT, LARGEINT, DATE, DATETIME, CHAR, VARCHAR Z{iEZE
B, pKEMEE, REHABHIEGRSIENBEEFRZ—KN, AJUSHIEX,

Partition SZFiBId VALUES IN (...) RIEEE MO X B EMMEE,
0T :

PARTITION BY LIST(city)

(
PARTITION “p_cn® VALUES IN ("Beijing", "Shanghai", "Hong Kong"),
PARTITION “p_usa’ VALUES IN ("New York", "San Francisco"),
PARTITION ‘p_jp° VALUES IN ("Tokyo")

List ?XWZFZIITX, REIWTF:

PARTITION BY LIST(id, city)

(
PARTITION p1_city VALUES IN (("1", "Beijing"), ("1", "Shanghai")),
PARTITION p2_city VALUES IN (("2", "Beijing"), ("2", "Shanghai")),
PARTITION p3_city VALUES IN (("3", "Beijing"), ("3", "Shanghai"))
)

28324 NULLPX

PARTITION ZIZRIA A0 NOTNULL 1), SNERFBE(EFI NULL G, [N1RE session variable allow_partition_column_
< nullable = true, XY LIST PARTITION, Fif[1SZ3FEI1EAYNULL 53X, X1 RANGE PARTITION, NULL{ES#EX!
)35z /\HY LESS THAN X, #HFIATF :

1. LISTHX

mysql> create table null_list(
-> k0 varchar null
_>)
-> partition by list (kO)
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_>(
-> PARTITION pX values in ((NULL))

_>)
-> DISTRIBUTED BY HASH( "kO™) BUCKETS 1
-> properties("replication_num" = "1");

Query OK, 0 rows affected (0.11 sec)

mysql> insert into null_list values (null);
Query OK, 1 row affected (0.19 sec)

mysql> select * from null_list;

e +
| ko |
o +
| NULL |
e +

1 row in set (0.18 sec)

2. RANGE X — JAEB & /)\AY LESS THAN 73X

mysql> create table null_range(
-> kO int null
_>)
-> partition by range (kO)
-> (
-> PARTITION p10 values less than (10),
-> PARTITION p100 values less than (100),
-> PARTITION pMAX values less than (maxvalue)

_>)
-> DISTRIBUTED BY HASH( 'kO") BUCKETS 1
-> properties("replication_num" = "1");

Query OK, 0 rows affected (0.12 sec)

mysql> insert into null_range values (null);
Query OK, 1 row affected (0.19 sec)

mysql> select * from null_range partition(p10);

o +
| kO |
R +
| NULL |
o +

1 row in set (0.18 sec)
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3. RANGE 5 X —— ;& LESS THAN S X B, FixiEA

mysql> create table null_range2(
-> k0 int null

-> )
-> partition by range (kO0)

_>(

-> PARTITION p200 values [("100"), ("200"))
_>)

-> DISTRIBUTED BY HASH( k0') BUCKETS 1

-> properties("replication_num" = "1");

Query OK, 0 rows affected (0.13 sec)

mysql> insert into null_range2 values (null);
ERROR 5025 (HY000): Insert has filtered data in strict mode, tracking_url=......

2833 MEREKX (REE)

BN R LIEBRENAN, REAF, WRAE, NAEANRARNESEHWEE (110), ML BIER
fBEN, ERSEE, NFRBERSHR, BETUERNSSKIENRNMRTRRE,

TEFRRERTEANSS K TERANEE, EREET W T

- D XIEE BN dynamic_partition.time_unit JJ DAY, ¥ERHAL DX ;

X
- NEPXIEIBRBE dynamic_partition.start iRB R -1, FRB—XKAIHKX;
pa

« NEHNEKEERZE dynamic_partition.end IREHN 2, FREREXHARLIX

IECA LA, FEEREHER, SRREB4INPX, ITE—RDK, SROXERRBRSKX:
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Current Date 2024-10-10 2024-10-11 2024-10-12 2024-10-13
: 10-09 E : deleted E : deleted E : deleted E
i 10-10 i i 10-10 i i deleted i i deleted i
i 10-11 i i 10-11 i i 10-11 i i deleted i

Current Parititon ! . . . |
i 10-12 i i 10-12 i i 10-12 i i 10-12 i
i i i 10-13 i i 10-13 i i 10-13 i
; ; ; ; ; 10-14 i ; 10-14 i

27: dynamic-partition

2.83.3.1 {EAFRFI
EERNSH X, EEETUTH:

Er'

BHRXEBEEEEH (cr) RRERNSEN;
- TS5 X R ZH57E DATE/DATETIME Fl)_Ei#1T Range ERIHH X ;
- IS XREZHE DX,

X

28332 BIEIMEHK
AR, BIIETE dynamic_partition B, PJUABIRINEHNXR,

—

_________________

CREATE TABLE test_dynamic_partition(
order_id BIGINT,
create_dt DATE,
username VARCHAR(20)
)
DUPLICATE KEY(order_id)
PARTITION BY RANGE(create_dt) ()
DISTRIBUTED BY HASH(order_id) BUCKETS 10

PROPERTIES(
"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "DAY",
"dynamic_partition.start" = "-1",
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"dynamic_partition.end" = "2",
"dynamic_partition.prefix" = "p",
"dynamic_partition.create_history_partition" = "true"

);

EBIREETHESKR, BEUT
#20 dynamic_partition B FIASEINE T X SR,

28333 BEMESHX

s XEH

R
TE{EF ALTER TABLE B AMEA NS XA, RRIIBNER, S BA dynamic_partition_check_

< interval_seconds S#X38 EHIAT 8] [BIFRELIFEE dynamic partition 77X, TTRBEAI7D X E
B S MBRIRE,

T5IAREIT ALTER TABLE 18R], B IEMNE R XRIER DINENEX

CREATE TABLE test_dynamic_partition(
order_id BIGINT,
create_dt DATE,
username VARCHAR(20)
)
DUPLICATE KEY(order_id)
DISTRIBUTED BY HASH(order_id) BUCKETS 10;

ALTER TABLE test_partition SET (

"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "DAY",
"dynamic_partition.start" = "-1",
"dynamic_partition.end" = "2",
"dynamic_partition.prefix" = "p",
"dynamic_partition.create_history_partition" = "true"

~

BEENSHXEER
1BIT SHOW-DYNAMIC-PARTITION B LAB B HBIFIBET, MBS XERNVIARERERL:

SHOW DYNAMIC PARTITION TABLES;
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| TableName | Enable | TimeUnit | Start | End | Prefix | Buckets | StartOf
< LastUpdateTime | LastSchedulerTime | State | LastCreatePartitionMsg |
< LastDropPartitionMsg | ReservedHistoryPeriods |

Y oo o e mm e o m e mmm e o mm e . F - oo oo Fommmm e
SN

| d3 | true | WEEK | -3 | 3 | p | 1 | MONDAY | N/A
— | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
- | [2021-12-01,2021-12-31] |

| ds5 | true | DAY | -7 | 3 | p | 32 | N/A | N/A
< | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
s | NULL |

| d4 | true | WEEK | -3 | 3 | p [ 1 | WEDNESDAY | N/A
- | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
< | NULL |

| dé | true | MONTH | -2147483648 | 2 | p | 8 | 3rd | N/A
— | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
s | NULL |

| d2 | true | DAY | -3 | 3 | p | 32 | N/A | N/A
< | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
s | NULL |

| d7 | true | MONTH | -2147483648 | 5 | p | 8 | 24th | N/A
- | 2020-05-25 14:29:24 | NORMAL | N/A | N/A
< | NULL |

+-
Y e - oo o e Fomm e E o e e
(%

7 rows in set (0.02 sec)

AEDXEE

FEEA start S end ERERENSHEHRER, hTEE—XECIZEMENSXENSFHREIK, A5
BIEMENKX, RFZIARMENERAX, MRFB-AMEIEMENX, FEFFE create_history_

< partition %4,

Fla0 a1 B 885 2024-10-11, FETE start=-2, end=2:

« MERIEIE T create_history_partition = true, MEIBIEFFBESX, BI[10-09, 10-13] ANMHX;

- AMRIEE T create_history_partition = false, RBIEREE 10-11 UFHHD X, BI[10-11,10-13] =45
X,

28334 HAHXSENRA
MENXBEHESH

NS5 KRV SEIBA dynamic_partition J9E14E, FILAIRELAT AN S:
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~
v
>

3 prirg )

dynamic_ B IREABINSHIEYFM, PTUAFEE J TRUE BX FALSE, WIRIETE TohSHn X EthiE

< partition. S8, EKIAH TRUE,

<> enable

dynamic_ = NESPXIAERENL, PJHEE I HOUR, DAY, WEEK, MONTH, YEAR, 73 #lZFRRI&/NEY,

< partition. TR, REH. %A, BEHITHXEIEIMFR:

— time_unit

dynamic_ &  ISHEXMERREE, PR, BIAMER 2147483648, EIRMIBRAE DX, 1BIF

< partition. time_unit BHERIAE, UEHX (288 ) hEE, 2XEEELREE ZFINS X

< start BawmiR. RS ZEZESFINEINAESXUNAEFE, BEEIEIUAT
dynamic_partition.create_history_partition,

dynamic_ B BHEMERREE, HER. BIE tine_unit BHMIARE, UHX (2H/8)

<> partition. REE, RASIENMERENS X,

~ end

dynamic_ = MSEIEM P X BERIR.

— partition.

> prefix

dynamic_ B DSRIENSEFANNASEE. 1REZSEHSRES DISTRIBUTED RIEEM DR

— partition. ., E.

> buckets

dynamic_ &  ISCIEMASXANNARIARE, MRANMES, WEINAZREERTEENE

<> partition. AEE,

~ replication

> _num

dynamic_ £ ZRIAFD false, HEF true BY, Doris REMEIEZMBERNX, BARCIEMNRA T, E

< partition. Bt, FEBYSE max_dynamic_partition_num RFEHI 2N XEHE, R —KIEEIE

< create_ HBnX, SHAEEIEM D X ANEBUKT max_dynamic_partition_num {ERY, HREIF

> history_ WL, HARIETE start BHEHERN, ZBRAER.

< partition

dynamic_ A Hcreate_history_partition J true BY, ZESHATIEERIEAENXHE, K

< partition. INMER 1, BIRIZE, ZTES dynamic_partition.start fEFAERE, BINERR

< history_ BE—1

— partition_

— num

dynamic_ & Htime_unit Aweek BY, ZBHATREBEANERS, BUER 187, HEP 1R

< partition. ~EA—, 7RREAB. B B, IRREBEAUA—AEIAR.

— start_day_

— of_week

dynamic_ & Y time_unit Sy MONTHRY, ZSHEATIEESANERHEE, BYER 12828, HAp

~ partition.
— start_day_

<~ of_month

1RRIEBR18, 8RRIEH 285, Mk, IRRFEBAM 1 ShiLa=s, R
SZFEBA 20, 30, 31 SAEEIAR, B RE EFHKEA R,
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-
v
>

S8 PR U

dynamic_ B TERBMAE X ESEE, édynamlc_partltlon time_unit i8&E

< partition. “DAY/WEEK/MONTH/YEAR” BY, FEZELA [yyyy-MM-dd,yyyy-MM-dd], [ . 18

< reserved_ 1TIRE. Hdynamic_partition.time_uniti®&J3 “HOUR” B, EEEE&A

< history_ [yyyy-MM-dd HH:mm:ss,yyyy-MM-dd HH:mm:ss],[...,...] BORSRIFITIRE, IR

< periods TRE, EiAA "NuLL",

dynamic_ & MAESXREKX, BARNHFIRSSEBNASKRNKX, W0 Asia/Shanghai, EZMXIRE

< partition. UESERNXEE,

<> time_zone

FEECESH

B] LA7E FE B0 B SC{4ER3EIT ADMIN SET FRONTEND CONFIG A& {EEX FE RIEIA N XS HELE

28 ZKNE  iER

dynamic_partition_enable false EEF B poris WEIASHXINEE, ZS M REMINASD X R X IR
dynamic_partition_check_interval_seconds 600 NEN XEIERITNER, BAAY,

max_dynamic_partition_num 500 FAFRHIEIRN SN XREFJUABIRMR A DXL, #BHR—IREIER

2.8335 AN XERES

Vil

23
: BRAKX, RRBEER 7 RUEHXSKX, FEMTLERRK 3 XD

CREATE TABLE tbl1 (

order_id BIGINT,
create_dt DATE,
username VARCHAR(20)

)

PARTITION BY RANGE(create_dt) ()
DISTRIBUTED BY HASH(create_dt)

PROPERTIES (
"dynamic_partition

"dynamic_partition

"dynamic_partition.

"dynamic_partition.

"dynamic_partition

"dynamic_partition.

);

.enable" = "true",
.time_unit" = "DAY",
start" = "-7",

end" = "3",

.prefix" = "p",
buckets" = "32"

w2 BAPK, FHRALESX, FEFLEIERRK 2 MBS

X, EREAEA 3 ShiLirE

CREATE TABLE tbl1 (
order_id

create_dt DATE,

BIGINT,
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username VARCHAR(20)
)
PARTITION BY RANGE(create_dt) ()
DISTRIBUTED BY HASH(create_dt)
PROPERTIES (
"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "MONTH",
"dynamic_partition.end" = "2",
"dynamic_partition.prefix" = "p",
"dynamic_partition.buckets" = "8",
"dynamic_partition.start_day_of_month" = "3"

);

Rz HRAK, REBiEE 10 KRREKRFK 10 XD KX, FHIRES [2020-06-01,2020-06-20] 52 [2020-10-31,2020-11-15]
HR 8] R9[h SRR,

CREATE TABLE tbl1 (
order_id BIGINT,
create_dt DATE,
username VARCHAR(20)

)

PARTITION BY RANGE(create_dt) ()

DISTRIBUTED BY HASH(create_dt)

PROPERTIES (

"dynamic_partition.enable" = "true",

"dynamic_partition.time_unit" = "DAY",

"dynamic_partition.start" = "-10",

"dynamic_partition.end" = "10",

"dynamic_partition.prefix" = "p",

"dynamic_partition.buckets" = "8",

"dynamic_partition.reserved_history_periods"="[2020-06-01,2020-06-20],[2020-10-31,2020-11-15]
oy o

2834 BinX

2.83.4.1 {ERZGS

BEn XINEER MR T AP BE TRV RFITHXIRE, ERIIBERIED MLRTEEE AT,
EERVIABREMAELVERCIZAMENX, HESXUELS UETFNOIEL TEBIRC)E,

PART (BB X DU A, EMSSXINEER, BA%HETRSENERYBEMNEIEH D X IS NLRIE.
WFERBAPITHESTEFRRZINEEREBHRETNR, BE—LEESRNIZRT, FIIILEIESR KR
B, PXIEHRRAANELX, BESAEBRE. L HRESHERNFERFELIINRIFEETIX,
ERIFELIRATEE RIS XTEMAERE, NEMHMFEIXBEIA, IHEATNEIXHEFNEIE
DEEEBRBRIEANNFTR, B XINERIFHMES TIHEFER,
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{RRiZFATBITR DOL AN T -

CREATE TABLE "DAILY_TRADE_VALUE"®

(
*TRADE_DATE"® datev2 NOT NULL COMMENT '3Z5 HER",
*TRADE_ID® varchar(40) NOT NULL COMMENT '35 4rS ',
)

UNIQUE KEY( TRADE_DATE",

“TRADE_ID")

PARTITION BY RANGE( TRADE_DATE")

(
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION
PARTITION

)

p_2000
p_2001
p_2002
p_2003
p_2004
p_2005
p_2006
p_2007
p_2008
p_2009
p_2010
p_2011
p_2012
p_2013
p_2014
p_2015
p_2016
p_2017
p_2018
p_2019
p_2020
p_2021

VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES
VALUES

[('2000-01-01"),
[('2001-01-01"),
[('2002-01-01"),
[('2003-01-01"),
[('2004-01-01"),
[('2005-01-01"),
[('2006-01-01"),
[('2007-01-01"),
[('2008-01-01"),
[('2009-01-01"),
[('2010-01-01"),
[('2011-01-01"),
[('2012-01-01"),
[('2013-01-01"),
[('2014-01-01"),
[('2015-01-01"),
[('2016-01-01"),
[('2017-01-01"),
[('2018-01-01"),
[('2019-01-01"),
[('2020-01-01"),
[('2021-01-01"),

('2001-01-01")),
('2002-01-01")),
('2003-01-01")),
('2004-01-01")),
('2005-01-01")),
('2006-01-01")),
('2007-01-01")),
('2008-01-01")),
('2009-01-01")),
('2010-01-01")),
('2011-01-01")),
('2012-01-01")),
('2013-01-01")),
('2014-01-01")),
('2015-01-01")),
('2016-01-01")),
('2017-01-01")),
('2018-01-01")),
('2019-01-01")),
('2020-01-01")),
('2021-01-01")),
('2022-01-01"))

DISTRIBUTED BY HASH( TRADE_DATE") BUCKETS 10
PROPERTIES (
"replication_num" = "1"

),

ZRAFMR T REWZHEHIE, KEXZLAENHBHHTIX, FJUBAEERN, HRINEEWMEFNE
BoX, MRSXINMBETELETH, Hla ERPFIEINT 2022 FRIEIE, MWFHA1EEBITALTER-TABLE-
PARTITIONNWRAV D XHITER, MRXMHHNXEZLE, B HITEANENMS, EBERIEFED, Lt
A %4115 =T LA{sE A AUTO PARTITION £ 5 1% %% DDL,

28342 iBiE
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EBRE, (ERAMUTIEAIEZECREATE-TABLERT A partitions_definition 2B4%):

1. AUTO RANGE PARTITION:

[AUTO] PARTITION BY RANGE(<partition_expr>)

<origin_partitions_definition>

Hrp
partition_expr ::= date_trunc ( <partition_column>, ‘'<interval>"' )
2. AUTO LIST PARTITION:
AUTO PARTITION BY LIST( partition_col1® [, “partition_col2", .1)

<origin_partitions_definition>

RiETRB)

1. AUTO RANGE PARTITION

CREATE TABLE ‘date_table’ (
"TIME_STAMP® datev2 NOT NULL
) ENGINE=OLAP
DUPLICATE KEY( TIME_STAMP')
AUTO PARTITION BY RANGE (date_trunc( TIME_STAMP®, 'month'))
(
)
DISTRIBUTED BY HASH( TIME_STAMP') BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 1"

);

7E£ AUTO RANGE PARTITION HH, ‘AUTO" XKIBFAJUZE, MARABNNXE X,

2. AUTO LIST PARTITION

CREATE TABLE ‘“str_table’ (
‘str® varchar not null
) ENGINE=OLAP
DUPLICATE KEY( str’)
AUTO PARTITION BY LIST ( 'str’)
O
DISTRIBUTED BY HASH( str”) BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 1"

),
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LUsT BN X HEZS NS XG, HXIIE;EREZIE LT 99X —FF: AUTO PARTITION BY LIST ('coll', ‘col2
— T, L))

#R

1. TE AUTO LIST PARTITION A7, X BFKEAREFHBIT 50. ZKERETFNNHIET LS XIATHHIES
XY, BELXRBIFKEREERE,

. 7£ AUTO RANGE PARTITION F1, X EEXZ$% date_trunc, X FI{X 2335 DATE 5(F DATETIME ZKEY;

3. £ AUTO LIST PARTITION A7, N3z 35K £1A R, 53X 513235 BOOLEAN, TINYINT, SMALLINT, INT, BIGINT, LARGEINT,
DATE, DATETIME, CHAR, VARCHAR $#BREY, HX{ERME1E,

. TE AUTO LIST PARTITION HF, 53X FIMIENHEIAFEN NS XAEE, EHSEIZE—ANHIZAYHT PARTITION,

N

N

NULL B X

%iﬁ):'m session variable allow_partition_column_nullable a:

1. Y47 AUTO LIST PARTITION, BJLA{EFE NULLABLE FIE I X5, SIEECIEEN NI NULLES X :

create table auto_null_list(
kO varchar null

)

auto partition by list (kO)

(

)

DISTRIBUTED BY HASH( "k0") BUCKETS 1
properties("replication_num" = "1");

insert into auto_null_list values (null);

select * from auto_null_list;

R +
| kO |
e e +
| NULL |
S +

select * from auto_null_list partition(pX);

F--—-— +
| ko |
R +
| NULL |
F-e——— +

2. X% AUTO RANGE PARTITION, AN3zFF NULLABLE FIYE AR XTI,
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CREATE TABLE “range_table_nullable’ (
“k1° INT,
“k2" DATETIMEV2(3),
"k3" DATETIMEV2(6)
) ENGINE=OLAP
DUPLICATE KEY( k1%)
AUTO PARTITION BY RANGE (date_trunc( k2", 'day'))
O
DISTRIBUTED BY HASH( k1) BUCKETS 16
PROPERTIES (
"replication_allocation" = "tag.location.default: 1"

E

ERROR 1105 (HY000): errCode = 2, detailMessage = AUTO RANGE PARTITION doesn't support NULL

<~ column

2.83.43 =l

HEERIZSE—T P8R E], 7E{EF AUTO PARTITION f&, 1%ZZ DDLBJLARE J9:

CREATE TABLE ‘DAILY_TRADE_VALUE®
(
“TRADE_DATE"® datev2 NOT NULL,

"TRADE_ID® varchar(40) NOT NULL,

UNIQUE KEY( TRADE_DATE®, "TRADE_ID')
AUTO PARTITION BY RANGE (date_trunc( TRADE_DATE®, 'year'))
(
)
DISTRIBUTED BY HASH( TRADE_DATE') BUCKETS 10
PROPERTIES (

"replication_num" = "1"

),

MUERR BT A6, LERFREEMANDEX:

show partitions from “DAILY_TRADE_VALUE";
Empty set (0.12 sec)

ZUBARIEEHEEER, RMZREFLIE TN

insert into "DAILY_TRADE_VALUE® values ('2012-12-13', 1), ('2008-02-03"', 2), ('2014-11-11", 3);

show partitions from ‘DAILY_TRADE_VALUE";
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o Ty e [ T [ T L e
—

| PartitionId | PartitionName | VisibleVersion | VisibleVersionTime | State | PartitionKey |
< Range |

<> DistributionKey | Buckets | ReplicationNum | StorageMedium | CooldownTime

<> RemoteStoragePolicy | LastConsistencyCheckTime | DataSize | IsInMemory |

> ReplicaAllocation | IsMutable |

oo
Ty —— [ — [ —— oo L L ——
SN

| 180060 | p20080101000000 | 2 | 2023-09-18 21:49:29 | NORMAL | TRADE_DATE
— [types: [DATEV2]; keys: [2008-01-01]; ..types: [DATEV2]; keys: [2009-01-01]; ) | TRADE_
< DATE | 10 | 1 | HDD | 9999-12-31 23:59:59 |
— | NULL | 0.000 | false | tag.location.
< default: 1 | true |

| 180039 | p20120101000000 | 2 | 2023-09-18 21:49:29 | NORMAL | TRADE_DATE
< [types: [DATEV2]; keys: [2012-01-01]; ..types: [DATEV2]; keys: [2013-01-01]; ) | TRADE_
< DATE | 10 | 1 | HDD | 9999-12-31 23:59:59 |
— | NULL | 0.000 | false | tag.location.
— default: 1 | true |

| 180018 | p20140101000000 | 2 | 2023-09-18 21:49:29 | NORMAL | TRADE_DATE
<> [types: [DATEV2]; keys: [2014-01-01]; ..types: [DATEV2]; keys: [2015-01-01]; ) | TRADE_
< DATE | 10 | 1 | HDD | 9999-12-31 23:59:59 |
— | NULL | 0.000 | false | tag.location.

— default: 1 | true |

233 B XINEEFTEIEERY PARTITION, S5FZfIEIEERY PARTITION BB R —HBITNEEM R,

28344 EirFEIHAEIE

Doris XFEIRMERB NN K ENB N XEMEGEREE, WERHERE,

£ AUTO RANGE PARTITION RH, Z#5EM partition.retention_count, FEZ—MNEBEFE IS (LIS
AN), RNEFMEAEDRXH, IREBAXEFRAPINNAEN X, WFHFIRRRKRHSKX, £BFRE, BIK
K

« AT RANGE X —ERER, 7K A BE > PX B HEFNT HEX A BITHRE > HX A BIEFE
FNTF HK A WEFE > 9K A HERE

165



- MESXIEHESX LR < SEIRERNS X,
- HEIRARDXIEHIRENX TR >= SRR EMDEX,

gn:

create table auto_recycle(
kO datetime(6) not null
)
AUTO PARTITION BY RANGE (date_trunc(k0, 'day')) ()
DISTRIBUTED BY HASH( "k0") BUCKETS 1
properties(

"partition.retention_count" = "3"

XRARAFRBHENXBEERAN I M X, BRIgHAIEE S 2025-10-21, A 2025-10-16 F 2025-10-23
RE—XEHE, W d— RO, WEMRR, FMRWOT e Mo X:
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.......................

.......................

........................

........................

History Partitions p20251020000000

-----------------------------------------------------------------

CurrentdFuture Partitions £20251021000000

20251022000000

\_
-

620251023000000

N

.

28: Recycle

« p20251018000000
+ p20251019000000

* p20251020000000 ( ZHPX KU L: RIREB=NAEREX)

+ p20251021000000 ( ZPXRATF: HEIRARSXAZE0 )
« p20251022000000

« p20251023000000

2.8345 SBEIHIEEE

75 AUTO RANGE PARTITION B] BA[EIBY fSEF B 73 ¥ ThEE, {ERLEINEERT, Doris JFRIRTRAVEUE S A\ B IR IR
BIRFIEEN, BREANMUER—NPEX, BRI, IHAENIEERATEIRIEES AR,
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IR IRBESABAAHE LRER, BEANMERTEMNAXMENSE, FEFIEX
HSRBIRASIERI R EE, RAFMERIEEE,

28346 PEXEIE

HERBEMAXE, P XBEILAET auto_partition_name EREIBRETE] 73X, partitions FREEEA] BT 5
XEEEFAR S XIER, IR DAILY_TRADE_VALUE TR AMI, ERINEARIER, EBHIRINKX:

select * from partitions("catalog"="internal","database"="optest","table"="DAILY_TRADE_VALUE")

< where PartitionName = auto_partition_name('range', 'year', '2008-02-03');
o
P mmmmmm e e oo B s B e e e
—
| PartitionId | PartitionName | VisibleVersion | VisibleVersionTime | State | PartitionKey |
< Range |
<> DistributionKey | Buckets | ReplicationNum | StorageMedium | CooldownTime |
<> RemoteStoragePolicy | LastConsistencyCheckTime | DataSize | IsInMemory |
< ReplicaAllocation | IsMutable | SyncWithBaseTables | UnsyncTables |
o
Y mmmme e oo B S S [ . P
s
| 127095 | p20080101000000 | 2 | 2024-11-14 17:29:02 | NORMAL | TRADE_DATE
— [types: [DATEV2]; keys: [2008-01-01]; ..types: [DATEV2]; keys: [2009-01-01]; ) | TRADE_
<> DATE | 10 | 1 | HDD | 9999-12-31 23:59:59 |
— | \N | 985.000 B | 0 | tag.location.
— default: 1 | 1| 1T | \N |
.
Y e oo S S S e e Fommm e d
—

XS X 0 MBUEM AT RERIFEL, BTREHN D XIEMIRIF (FI40 insert overwrite

<~ partition ),

MBI R IHBRTE ML : auto_partition_name ERIENSZHY, partitions ZRERIZI SIS,

28347 EBEIM

- YIEIEE S X FT—HE, AUTO LIST PARTITION X352 55X, BEHTEX 3,

- ERIEIBEASRSATEPUNMREET X, MENMNEAITIREERTMN (KKK EEVE ), WElEmD
XA B lbk,

- {8 AUTO PARTITION FR, RS XEIEAR LBFEATEN, REEMBIESXNEXRERSE
£B.53E AUTO PARTITION HZREX S X HHE,
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- ABLEENIEEZS HX, BT i2 & A AImax_auto_partition_numiZ ] T —N AUTO PARTITION
REATHHIXEY. NEEEFINIARZE

- [EFFf2 T AUTO PARTITION BIR S ASUERT, Coordinator RIZEIEN I HERES L BREMAE, BiKiE
DiBE AL EINAAYolap_table_sink_send_interval_auto_partition_factor, FF/2HI# (enable_memtable
< _on_sink_node = true) FIZTENTEEM,

. FEfEBinsert-overwrite A SIBAT AUTO PARTITION ZRAYTT F91% DL INSERT OVERWRITE 344,

- MREABIESXES, 2R R EMITIHIEZRIE (U Schema Change, Rebalance ), TS AFJEERK,

2835 BUEDIE

— AN XEURBUSERE-—T D ASNMEIESE (bucket)y BNMDREFE N —NMIBERES R
(tablet) 7fif, SEMNDEREITUBKHEERNNEAEREE, RASEMEEABNAFRLIZEN,

28351 AR

Doris S35 ME ST 1 Hash D85S Random 734,

Hash 5318

ERIERSFMENXE, APEER—JXNSIEADIEY, HIEHEESENEE, ER—2XAH, &
FERES BRSO BHEHITHRAETE, BEEHERNHESHS IR —/MNoiEP, Flw, EFTES,
p250102 73 X R HE region S XI5 J 3 N, WBHEEHRBNITHRIAAR -1 2.

PARTITION p250102

HASH(NYC, 3) =1 HASH(LA, 3)=2 HASH(CHI, 3) =3

oid region dt amount oid region dt amount oid region dt amount

101 NYC 0210 100 103 LA 0210 300 105 CHI 0210 200

102 NYC 0210 200 104 LA 0210 100 106 CHI 0210 100

i@@

HASH(PHX, 3) =1 HASH(SAN, 3) =2 HASH(DAL, 3) =3

oid region dt | amoun t oid region dt amount oid region dt | amoun t

107 PHX 0210 300 109 SAN 0210 200 111 DAL 0210 100

108 PHX 0210 100 110 SAN 0210 200 112 DAL 0210 200

29: hash-bucket

HEFE U T 7= PER Hash 5318

- WEBFMEERTEANFERAITHLIRN, APFEFERIFASDEE, A Hash DRRSEENE,
- SRANBIESHRAYIN, Hash FHREHFZE —MBERIERE,
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AR ROIRR T NIRRT R Hash S BRIR, 1¥41EAIES%E CREATE TABLE 15 E,

CREATE TABLE demo.hash_bucket_tbl(

oid BIGINT,

dt DATE,

region VARCHAR(10),
amount INT

)
DUPLICATE KEY(oid)
PARTITION BY RANGE(dt) (
PARTITION p250101 VALUES LESS THAN("2025-01-01"),
PARTITION p250102 VALUES LESS THAN("2025-01-02")
)
DISTRIBUTED BY HASH(region) BUCKETS 8;

Rf5lHR, 3@id DISTRIBUTED BY HASH(region) 387 T €E Hash 7348, FFIEHE region JIE AN, RN, B
1T BUCKETS 8 $87E T Bl 8 1N 1.,

Random 5731

EENHEDR, R Random SBRFEILE MBS BEIE MR, RRMF RN TR tash BHTHRIE
£153, Random S BEEBRRIBIINM, MTTRRET S MILET 45| REOMIEMA AL,

ESABER, BXSAMFLBHEMUXSWFEN B AR — tablet 11, PALLRIEBIRIIIID 2, 0, £
— KRB, 8 MILRBIBUBRFENL I ECE] p250102 FX T HI 3 MO,

PARTITION p250102

load-batch-1 load-batch-2 load-batch-3
oid region dt amount oid region dt amount oid region dt amount
101 LA 0210 100 103 LA 0210 300 105 CHI 0210 200
102 NYC 0210 200 104 CHI 0210 100 106 SAN 0210 100

random-bucket-1 random-bucket-2 random-bucket-3

batch-4 batch-5 batch-6
oid region dt amount oid region dt amount oid region dt amount
107 NYC 0210 300 109 SAN 0210 200 111 NYC 0210 100
108 PHX 0210 100 110 CHI 0210 200 112 DAL 0210 200

30: random-bucket

fE{E A Random D 1ERY, ATLABRAES R SAEI (BITIRE load_to_single_tablet JJ true ), XM, EKX
MERESAIED, BMRHNBIEREA-—IMES R, EBRESBIESANARENSHE, BRLVHE
BIESAFIESE ( Compaction ) BRIFEMIIERKIIE, MMBRESFREM,
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FEUATIZES, BiNER rRandom 718 :
- EEBLEESTRNZRP, WEEEENHNE—JISREHITILIRHKEKE B, BJLAERE Random 5
¥,
- HEEERMNIHATINBIBEL HIRERIZIE, A Random 73 HER] AR S EHERAL,
+ Random NWBEERIBEDBEHITHE, SPHEGPLIXMEBEHIE, FRINVEREZRTER;
« 175 DUPLICATE TR B] LAfEFE Random %3 [X, UNIQUE 5 AGGREGATE FRIT;&{#E A Random NH;

AT REIRTR T ARG B Random S HRRIR, FUIEAIESE CREATE TABLE iBA):

CREATE TABLE demo.random_bucket_tbl(

oid BIGINT,

dt DATE,

region VARCHAR(10),
amount INT

)
DUPLICATE KEY(oid)
PARTITION BY RANGE(dt) (
PARTITION p250101 VALUES LESS THAN("2025-01-01"),
PARTITION p250102 VALUES LESS THAN("2025-01-02")
)
DISTRIBUTED BY RANDOM BUCKETS 8;

Af5IHR, 38id DISTRIBUTED BY RANDOM iERJ$EFE T fEH Random 7348, EIEE Random DB LEIEIF N IERE, B
1T BUCKETS 8 IBRJIETE BIE 8 1N 1.

2.83.52 EERSIEE

R’

2B Hash NIRBZEFE IR, Random DIFAFEEZRFE DB,

DHEEEILAR—7IEHE 275, GNR 2 DUPLICATE R, 1E10] ey 51| 5 value FUEBE] LAYE 0 2 1852, WSR2 AGGREGATE
I UNIQUE R, A THRIEXRIREME, HEIIYLTR Key 5,

BEBRT, PICAMRETRNER SR

- NAERETERHE: ERERPITIRFAET Hash 218, BEITRIENEH, BLORELDEE;

- MASERY: ERSEN (M—(EK3 ) M#HT Hash 18, BEITRIBHYOINSBES— M o@
F;

- BRARREDR: BIERRIFROIHITHR, SREATENME - OB EE, TRERZERM
EARRDHHRENERRK, AME/NERER 10 §20,
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- RKEMEWGR: BIERSIHITHN, ERIEENYDH, EERFRHIERESMEIBENS
BEXG, FENEREH, FREISEHEER,

28353 EFNEHE

1£ Doris F , —7I" bucket SWMEER—INIEX G ( tablet ), —NRE Tablet EE T partition_num ( nXE )
€ LA bucket_num ( D18EL ). —BIETE Partition BIE, EARE]EX,

TERRTE bucket FNERT, FEFNLEEVIRT BER. B 2.0 RE#, Doris ZTIFIRIENE R FFEEREEBMNR
ENXPH DR,

FiREN R

sz —

BT DISTRIBUTED iBERIF] LAIBE DB EE :

- Set hash bucket num to 8
DISTRIBUTED BY HASH(region) BUCKETS 8

- Set random bucket num to 8
DISTRIBUTED BY RANDOM BUCKETS 8

ERESRBENR, BEEEMEBSXNNANRN, HREPRE, LEZERNEM:

o RNEM: BIX— tablet BIK/NE 1-106 SBEIA, 1T/\BY tablet FIEES BB SR E, IBMTHIEE
B[ /7; I KA tablet MAR|FEIATERE. #6557, BESIEHN Schema Change IR{ERI R MEIR XM

- BERN: ERNEEYBENERAT, — 1R tablet WEEBIWNES TEINEHMHMERE.

fign, {RiRE 10 & BeEHEE, B BE —RMAE, FIREBUTEIGHITRIES !

2 B E

BERKN BiNS B

500MB 4-8 NI

5GB 6-16 N1

50GB 2NN

500GB BiNH X, 8MX 5068, BNMNDKX 1632 MO IE

5TB BiNH X, 8M9X 5068, BNMNDKX 1632 MO IE
B

REVIIEEFTLAET sHow DATA Gr S ER. SRFZMRCABIFL, BIRBEE.

BNz ED B
BEESBRINESRIETE —RIENSX XN, BIMFNRRNDEK)N, FREILHESHBHRE,

- Set hash bucket auto
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DISTRIBUTED BY HASH(region) BUCKETS AUTO

properties("estimate_partition_size" = "20G")

-- Set random bucket auto
DISTRIBUTED BY HASH(region) BUCKETS AUTO

properties("estimate_partition_size" = "20G")

ECIRBR @R, PJLAEIT estimate_partition_size BHERIFEFIHIMEMN DX K/, LS AEIRE, &
KL, Doris FEKIABVE S 1068, 1BEE, ZEREFHAABIMNER XBIBEHEEHMNREKRP X KNEXK,

28354 HIPFIRDIE

VN

BRl, Doris (NZFHEXHE I XM DBHNE, WTFUTRFERZS:
1. NFHER D LR

2. NZFHECA 1R

3. AZFHERE RIS RKI S RNE

EERE, BE@do1sTRIBUTED IFRAIR—IBE T ENDXHHE, hTHNBIEERIRLHER, ENE
XA, PJRRRIBEMRSXNOBHRE. AT ROBRTIWFED ALTER TABLE As S RIZTNFTE D X
B HREN :

-- Modify hash bucket table

ALTER TABLE demo.hash_bucket_tbl

ADD PARTITION p250103 VALUES LESS THAN("2025-01-03")
DISTRIBUTED BY HASH(region) BUCKETS 16;

-- Modify random bucket table

ALTER TABLE demo.random_bucket_tbl

ADD PARTITION p250103 VALUES LESS THAN("2025-01-03")
DISTRIBUTED BY RANDOM BUCKETS 16;

-- Modify dynamic partition table
ALTER TABLE demo.dynamic_partition_tbl
SET ("dynamic_partition.buckets"="16");

EE o REER, PTUAET sHow PARTITION i L BB BN BN D EHE.

2.83.6 T

LIRERKNEREAFEMIEEHER, FJREFEMEFHRRERAENAR, XESTFTEMIEEHER
HFDhAEE:
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ABREMEENR, BFUEIEIE HELP CREATE TABLE;, MEBEMXIERLEM,
- REBF, SEFEBEXBMBRGFREFN, EEARSIS “5lEER, BINFTEETEXBMERXMNMT
S5[#ER,

- PXFNHEAFTN, Eufs REHNPXFN, SREBHEAFTHT (=18, IRF) 2EREEFHIR.
BWERTHEERANINFNNXARERATIEE,

2. Failed to create partition [xxx] . Timeout

Doris ¥R = FR I8 Partition U E KR BIFERY, = — Partition I LAY, FJEESRIXMNEIR, BMERFEH
Partition, HIERIHIMO)FAY, BEIR Failed to create partition, EAUNBINETIR, Doris R HEHEIETE
Partition HYFR B — N AB] BB LRI EKIARY Partition,

HBFXMERE, EEE s TEIBBUESAFNERI TRIE, rIUSBUTLSRAE:

. 1E felog B, BIXXTNATB] =AY Failed to create partition H&, HZHEH, SHM—RTIEL
{10001-10010} FHIVBFN, HFITHIE —NMUFRR Backend ID, - NEF RN Tablet ID, 0 E3X
ANFIF, TRIRID J9 10001 B Backend L, BIZE ID J9 10010 BY Tablet KK T,

« BUfENT R Backend B be.NFO A, BEIRITMATEIERA, tabletid HXAAR, FJLAIZIEIRER.
- ATFE5—LE 5 ILEY tablet SIEBEMMEER, BIIEERRET:
- BE R BRI X task, UEETTCIETE beNFO FR3KZE tablet id 8% H &SN E BE SIEMIN, (EICIREM,
CAE@)RR, EEREESIE S re 7 e BUEEM,
- MPEAFEEM, FTEERRP—ITHEDKEBITLT 100KB,
- Too many open files, FJFFRISEAINEEGEBIL T Linux REZEFRT, TS Linux BRI D REPRE,

YR BIBEIED FATBE, Be]BAEITTE fe.conf PR E tablet_create_timeout_second=xxx LA max_create_
< table_timeout_second=xxx SZEIKFBETRT[E], A tablet create_timeout_second EXIAE 1F#), max_create
< _table_timeout_second EX1A 2 60 ', 2 {KAYFE B B (8] J9 min(tablet_create_timeout_second * replication_num,
max_create_table_timeout_second), ERSEIZETISFFEBLEIN,

3. R KATE| Nk [E1 45
« Doris WERMLSERAL L, ZmSHBIATEBaTIRELLIXE R, B (tablet num * replication num )
P, MREERSHBIESFH, AEEPESHEEXN, NRSHEFFRKEN G, A2REIH
i%o
- EREAT, BREBEQSE/VSH TV RNIRE, NREBE -0, BINEEBVEEXMRE, §iE
FE 8% BE (A EEB/HEXEIR,

2.83.6.1 BESEEEN

EFHIBKNDEZHEMIAEE, FRA 15T UATECREATE TABLE S S FM P EHE, tBEJATE MysQL ZFIE T#EA
HELP CREATE TABLE; SXEVE ZMIEIEE.
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284 FIEHKRE

Apache Doris B2 F5RYEIBR LSRN T

2.8.4.0.1 #EZER

EHRZ FiE=E (F1) iR

BOOLEAN 1 /R1E, 01XFK false, 11XFR true,

TINYINT 1 BRASEY, SEE 128127,

SMALLINT 2 BRHSEH, SBE (32768, 32767,

INT 4 BNSEE, SEE [-2147483648, 2147483647]

BIGINT 8 BEFERE, SEE [-9223372036854775808, 9223372036854775807],
LARGEINT 16 BENSEY, B 2 127+1~2"127-1],

FLOAT 4 FEE, SBEl[-3.410°38 ~3.410738],

DOUBLE 8 ZEE, SBE [-1.79107308 ~ 1.7910°308],

| DECIMAL | 4/8/16/32 | ¥ EE =8, #&IU: DEAMALPLS), HHE, PRB—HBES VANBMEZFE (precision ),
SHRBRINBMUBBSLETF (scale)s BHEF P HISEER [1, MAXP], enable_decimal256=false B}, MAX_P=38,
enable_decimal256=true B, MAX_P=76, /NEIAIENFENE s BISEEIR [0, P, enable_decimal256 BIZKIA{EZ false,
RE R true FJLAREEIEHMNER, BRSTRLLEMEERL, FHETE:

0 < precision<=9 B¢, P 4FY,
9 < precision <= 18 if, HF 8 &3,
16 < precision <= 38 B¢, 5 16 F13,

38 < precision <= 76 iz S, G 32 F1,

2.84.02 HHRZER

FE= e
EKRZ (F%H) R
DATE 4 BHHpER . BEIMNEVESEER [ ‘0000-01-01" , ‘9999-12-31" 1, ZXIAHY
FTENEER R ‘yyyy-MM-dd’
DATETIME 8 HERRY(E]2EEY, #830: DATETIME(P)., PIiES# P RRETEIEE, BUE

SEEIR 0,61, BIERZX2FF 6 /MR (M), NRER 90, BUESERE
£ ‘0000-01-01 00:00:00[.000000]’ , ‘9999-12-31 23:59:59[.999999]" 1, FTEN
BIFZN2  ‘yyyy-MM-dd HH:mm:ss.SSSSSS” o

2.8.4.03 FHTEEZEHR
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Tz ia]

EKRIEZ (F1) Pt
=FfiE= 8]
EKRIEZ (F1) Pt
CHAR M EKFFEH, MARMNBEKFHFEMNFDTKE, VEEER 1-255,
VARCHAR REK LTKFFEHE, MARNBLERKFHFENFHRKE, VBISEER 1-65533,
LRKFHFHEU UTF8 wEGTEAER, ALBERXFHFS 11MNFD, F
NEMHFE3INED,
STRING AEK TRFHFH, MiASZFF 1048576 F 1 (1MB), BJIFKE 2147483643 F13

(2GB), ®]iEBid BE BZE string type_length_soft_limit_bytes 1H%E, String Z5HY
/D\IE\E}EHT:E Value §|J ’ ;FIE‘EFET:E Key EU*Uﬁj\zﬁj\*ﬁﬂo

2.8.4.04 FLEM)ZER

Ffig=sal
EHRZ (F%) N
ARRAY REK BT EBUTRAMRIENE, RNEEMER Key PUEA., HBISZIFTE Duplicate
#0 unique FRBIFITRAPEEA,
MAP AEK K vERITTERARME map, ANEEER key JU(ER, HRIEE
Duplicate F Unique 2B R AER,
STRUCT REK 2 Field tAREBVLEMIIR, the[#HIBRE RS NIINES., TEEMER Key
5/, B#iSTRUCT {XSZF57E Duplicate iRV RAPFER, — struct Y
Field WBRFHBERE, S Nullable,
JSON REK Tl jsoN £RY, SR T jsoN FRTUTFAE, 181 jsoN ERER I IE] JsoN
ANEFER, KEMRBIFEESRS sting 18E
VARIANT REK AR LEIELR, T hELEMEBIBMN soN kT, FIMEAER
JSON, BEffE jsoN FRFERIRD A FIIFME, RAFMEYENEES
Mritkhe, KERGIFIERE SRS string #8E], variant 28 D AEFTE value
5, RNEEFRTE Key ZIFN R X 2487,
284.05 BHEE
Ffig=sal
EHRZ (F1) R
HLL REK HIL RIRHEE, EHIBEERMIIERMERER T Count Distinct, HLL FYIRZE

BEE 1% 4LE, BRNSIAR 2%, HLL ANEEVEJD key DIEA, BRATED
EREEXEF HLILUNION, APAEZREKEMIIAME. KERIEK
BEHREEEZAANEZEE], HLL ¥ R EEEITEEERY hil_union_agg,
hil_raw_agg. hll_cardinality, hll_hash i#{T& 1B {EA,

176



Tz ia]

EHRZ (F1) iR
BITMAP REK Bitmap ZERYAYFI ] BATE Aggregate . Unique 3REX Duplicate TRH{ER, &

Unique ZR3X, Duplicate TRAAEARY, EHWOTERIE key FIER, 7E
Aggregate RAVEAR, EMTERIE key I{EAH, BRERNESHRS
LAY )5 BITMAP_UNION, FIFAEEHREKEMEIAME, KERIELHIE
MREEERANES, BITMAP 7l R BEIEITECERY bitmap_union_count,
bitmap_union, bitmap_hash, bitmap_hash64 FRPHFITEIRHER,

QUANTILE_STATE REK QUANTILE_STATE @ — it BN U HBOAMEREER, EEARNSWEERN
Key, AN[EValue BHTIIERE, 3 value ${EA#BiT 2048 AR FIEA4AIC R
FRBE#E, 3 value BIE KT 2048 B3R FH TDigest &ix%, WHIBHITRSE
(BRE) RFRERBMIFUDR, QUANTILE STATE RNEEFE /I Key TUEFR, B
RNEESEA A K QUANTILE_UNION, AP REEIETE KEMERIAE,
KERBHIENRSIEERLNES, QUANTILE STATE 7| REEETREE
A QUANTILE_PERCENT, QUANTILE_UNION, TO_QUANTILE_STATE SRR 1T
EifER,

AGG_STATE REK REEM, RAERS state/merge/union BRENLES SE{EMA, AGG_STATE INBE
ER key 5IfER, BRNEBERNERARSRBNER. BFRFAEERE
ERKEMEMIME, ERFMHENBIBXNSRHAELIE X,

2.8.4.0.6 1pZEH

HKRZ FfE=E) (F%) A
IPva 4F BA 4 =9 T HI7E0E 1pva Htbtt, BEE ipva* RIIREER,
IPV6 16 F1 BA 16 =T i HI7EAE 1pve ik, BZE ipve_* RIIREER,

1 B]3@ITSHOW DATA TYPES;iBA)EE Apache Doris TFFHIFT B EUIELAY,

285 HIEEYE

Doris R A FI NTFAERBURBQFNFERIRE, SIMFERIGESHITENH, EBEZRSENWER, &
JIATFER, ROE—JIMIFME, IAERRAWNARETERN, NMES T FENZR, Doris RIHES
MESEE, AFAIRIELELHNER, ERGENESEARMICFHENERMELE,

2851 AT LEEES
Eporis B, HIBEHFTEEUATH M ROBEIR:

1. BAFERRESHIUEZ RV QB EFMEARNHMETE, IHERFNYIERR EFEESBUE,

2. AACHREESREREIRARE ), ERNFEN Vo BEEL, AMmILRERmNAEE, MXERSEE
MREEREEIEER, gBERLFEZERNREZERE,
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2852 SIFMESEE
Doris XIFZMEHREZX, SMHEZIEERRNBEEEE ZEEARBINE, JiRIBEEKERSENEX:

4828 LEE ERAR

=48 - IR ANHITIE LS, ERTAFEZEESRMZR, IR
BEWEMHNETFHEZ B Z MY
i,

Lz4 - EHEMBEREIEER, - E4ELEER, ERTHREERERSMZR, W
S EWRNEH & 1,

LZ4F (LZ4 #E LA T RRE, SHERENEHREE, - & EATEEREEREHNEER M

) BiR, EFRLLEH, EiEHINnR.

LZ4HC (L24 & -18tt 1z EESMESG L, BEESRERIE, - EATHEEESEHILNZR, ER

[E48) BEEES 14 185, MAREREREE.,

ZsTD -BEgEtE, FRIENEBERANEE, - BfE ERTHFENERERRSATZRT

(Zstandard) TESEHILT, BEERARR, BHERMENTR,

Snappy SRUTERERRERE, - EHEEER. ERTREEEERSHE cPu il
FREZR,

Zlib -RUERINESLLSEETE, - SEHMEE ERTHFENERERRS ANREE

MBtt, EHEMEEEERE, BEHRILES. BENHBIZER, WIS HE

ERI-R

2.853 [L4E[RIE

RIEGEBATRAYIAZME, Doris EBWRAF—IVMILER, SMATVRF TEENRR, EAE—FIHIEK
BIEEE BRI,

EARIBRIBEEEIEZAT, Doris RXFIRIREITHRED (I FHRID, FFIERIDF ), HRIEERHRNE
BEEHNEN, AME—TRAEERE,

TRTIE4SE Doris KA T1 (Page ) HKAHIMIELEREE, B—IMBRBIWAMS AT, BNTTANBRIERIRIH
1TE4E. BUKDUE4SE, Doris BEBENLIERAMRGIRES, B RIESMBIEIERMMBEEEEE.

AEEENERREAFP I UAECIRRNEEREEANEHEE L MR EEERFPTUREREG IR
#, EEERNtEgEZEMEREEE.

2854 MEHERRIIEZR
BATNENEHEE EZERAENMRRSE, EEHIIRNMUURSBTIERNEEL, TZUTERROEN:

28541 FURBIFTME (Order of Data )

BEOIAFY TEERREEEZZMW. WTEESFIMENT (G EIBEGESRIET ), EHEZERE
REMIRIGEIFHIR, BUIENINFHEMNE, EREFEERNATIRRIEESNES RN, NMEFES
tE.
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28542 FIERIESE (Data Redundancy )

HEVNESENS, ERMRBAE, FI9, EAFHRRENESEHRITRIDER BEZMEFMHEZE., M
T RBHEESWRIEY, EHERATEANNTRE.

2.85.43 HUIEAIZEE (Data Type )

BUBMRE SR MEHNR, BF, REREMHE (NBHEAZFSA) EFHFELENBIEESTSESE.
T FEEERAMRIERE, EHEENWRATESZEFM,

2.85.4.4 FIEIKE ( Column Length )

SIRBIENKERSFEMERNR, RENIEELERINERTSESE, RAEREEERIGHRIER LEBE
EMHIHFEE R,

2.85.4.5 Z={E (Nulls)

SIREENLEARSH, EREEFTESERN, AAEREEZRHXLEEEF D —MFARMNEINEITHR
1, mOTFE=EL

2855 WENEESENEHEEE
RS ENEREEERIBEILERETMT:

- WF SHEEESER TR, HFER L1z4 Y Snappy.
« WF FEERMENIAS, HFEFER 251D X ZIib,
 WTFEEHRMEEMEHRRNIGS, BLERF L24F,

- WF IS0 BIRFMEIASR, BINER ziib 3% Lz4HC,

2.8.5.6 TE Doris PR B E4LE
SR, FJLAOBITIREES S ERIBEEFMEBIBNES S :

“ ‘sql CREATE TABLE example_table ( id INT, name STRING, age INT ) DUPLICATE KEY(id) DISTRIBUTED BY HASH(id) BUCKETS 10
PROPERTIES ( “compression” = “zstd” );

286 RZEG|

2.8.6.1 Z&g|HiA

BURERSIRATEWIMERN, ATIEAREMERZR, Apache Doris XH T SMFEEHRSI.

2.86.1.1 5| LFRIE

MILEMEEFIRIERE, Apache Doris IZRS| N N BRSIFIMBRERSIAKRE, - /BRI ERTFINES
&, RIERETRSIENMEFHE WHERE SHEMBWL!T, BEFIZEIRLIT, RERSIERBSEMITEER L
AR 1RYF, Apache Doris B B R S| B1IERIZ 25 | FIEIHEZRS], - BI4RZR5]: Apache Doris I BHEF B LABFM
BNEMEBUE, H3ME 1024 THIBCIER— MEHRAIZRZRS|, FES|IHH Key BHAT 1024 1THRE—ITHHEFSIR
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B, NMREBBTREHFY, RAEGIKEIEX 1024 THNE—THMABREFREE, - BHEZRS]: WeIET
BEHERS |, BB MERINNITSEEMEHER, WTFHEEER, SMEHIRPERTSES, ARE
BB N TRVEUIE, MARZRTHRBREHE, AmED vo NEEE, FEHERSEENETEILIR. X
AXBIFLE, EEEMEREBRERFIELEM, (&FiF: ZFIRYBITMAP R5|BELEWEBMIEIHERSIER)
- PR ZES|: BERTINER T, RIEBRET RS HAENHTE WHERE FIEFRIIEIR, PhTiXERHEZEIE
BiR, RIZELFIEEAE REMNBBERABHIT IRRITHIR, RABIHRBFEHNIT. MERSIEHRERY
FI1TEE AR 2 B R0 R 5 8F, Apache Doris BBk ENZE 5| B13F ZoneMap ZR 35|, BloomFilter 25|, NGram BloomFilter 275/,
-ZoneMap Z35|: BN E—IMNRITER, AE—PNEIEXMH (segment) FNELIEIR (Page ) BRI AIE.
=IVME. BBENULL, WFHFEEE, SEEEIE, SNULL, aJUBTRAE. &/IVME. 288 NULL KFIBT
BB HFFBUE R BT U B A B RAFKIE, NRZE NPT RSN N E S EERE LD vo IhEE
1, -BloomFilter 25| : 4R 5| W %A =] BEBETEA BloomFilter BUIELEEMF, ERIVRIEFIBI—MERTE
BloomFilter B[H, FfH BloomFilter FiEZS (8] 5 AR, WFHEE W, WRFIMTXMEFRTE BloomFilter EE, Fh
B DABRIT X 7 B9 £ 8 ST e E SR R D /0 NIIEE 8], - NGram BloomFilter 25| : FATFIIENX A Lke Eif), &
K[RIES BloomFilter ZZ5| A, RRETFA BloomFilter WARFRIGX ABE, MaEXN XAHIT NGram 7318, 84
1AE JI{ETEA BloomFilter, X1TF LIKE & 18, 45 LIKE B pattern 2317 NGram 5318, FIBFEANMERETE BloomFilter
A, NREAMAREN IRV EIE S A B BIBRIAA T E LKE 5=, PJUABLT X E DB AL vo IhiERE
i,

EARZES|H, BIZZESIF ZoneMap Z5|Z Apache Doris BRI 4EFHINEEBERS|, TFAFEE, MEARIRESI.
BloomFilter 25|, NGram BloomFilter R5|MFEAF B RBEZTIER, FHEIE. HkR,

- BMERRIIFLITEE
B} 5| R=t [EPR
mERS| §iEEs| AEZES|, HEERT —NRA7
mEES|  fEHEZES] ZEFiaMxiELie, ERINRIERS|, SRHEHES, IFESIEMRBHINLE Z=5|7F(E3
PkENZRS]  ZoneMap &5 ANEZXRS|, R5|FEZE)D T ET
PkELZE5]  BloomFilter 25| tt Zonemap EEFELH, Z=SIZ=[ERE LS
PREZES]  NGram BloomFilter 25| 3235 LIke 10, Z5|Z=[E]FE SHEEL

- B3| MRAEENFFRHRIIR

TEF /B BIRZRS| EHFZ=S| ZoneMap 5| BloomFilter 225 NGram BloomFilter 225 |
= YES YES YES YES NO
1= YES YES NO NO NO
IN YES YES YES YES NO
NOT IN YES YES NO NO NO
>, >=, <, <=, BETWEEN YES YES YES NO NO
IS NULL YES YES YES NO NO
IS NOT NULL YES YES NO NO NO
LIKE NO NO NO NO YES
MATCH, MATCH_* NO YES NO NO NO
array_contains NO YES NO NO NO
array_overlaps NO YES NO NO NO
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EEA /R BIZEZR5| EHFZ= S| ZoneMap 35| BloomFilter 225 NGram BloomFilter 225 |

is_ip_address_in_range NO YES NO NO NO

2.8.6.1.2 ZT5|iRITIEE

BFWERNWRSNITHNACRBBEHR/IMEBREX, FERESLMGZRVAMML. BALE “RE",
Apache Doris {[IARNBRSS NIBR A P ERRSIVIE, AP ARIE T EERZINRMWEITRSERMN
i

1. BRINEFERNELIEREIEE R ey BNERARS, BAENTRMREY, ER—IRAREE—T
RIRERS|, ALERERMENTIRFMS L

2. W key FEROIBWIRINETE R, BEZEARS, EAENERAREI , IUSFRMAAS, KETER
MZER35|:

- BFFFEH uke LESFEK, BH1— NGram BloomFilter 25|
- WES|FETRESR, FEIHEZES| A BloomFilter 25|

3. MNRMEEARLTRHA, & Queryprofile DITR 3 ITIRFMBIEEIEFRNATE, BARSESZIRSIMEF
LD E =

2.86.2 BIRZRS|ISHIFHE

2.86.2.1 ZR5|[RIE

Doris A EXHETFAETE LA SSTable ( Sorted String Table ) RBUIELEMR, ZEMR —FMEFIBIELSN, FIARE
BEN—NHNSMINHITHIFFE. EXMBRIEES L, UHEFFIN2IERTE/L MEAFGHEITEX,
SIEENS.

7E Aggregate, Unique [ Duplicate =MRIEEEDP, KRENRIEFE, RRESHEREQT, Aggregate Key,
Unique Key F1 Duplicate key R¥E ERIFI I THEF1FERY, XLE key, FRAHEFH (Sortkey), fEENHIF®H, EE
e, BEAHIFIIEERY, Doris FNRERESRNTREHRIIFZLENGE, BRERNERE, A
MR &1,

EHFRIER £, N3IATHIZRERS] (PrefixIndex ), BIRERS|IR—MHHRERS, RPZVHEMEITHEIL
fEAIRL — MBI EUREIR (Data Block), B MZEMIFEBREMNRRSIRPFHE—IRSIM, RIIMHOKERBL
36 F 17, HRABMBIBERAE —ITHRIENHIFIIEMBIRIS, EEXRIRERS|IRN T USENREZITREMR
EZERIERNEIRITS, BTRIRERESILLRN, A, FIRLEERFER, REEMBER, KKEFH
TERME,

BURIR—1TEIEAYRT 36 NMFHERXITRIBIIRISRZRS], SHiBE] VARCHAR Z8BURY, BIZRZESI
SEEEM, RFE—JUBNJ VARCHAR, BRABMERBIAR 36 F7, hSEEEN, FEIY
HIARBMARIRRS,
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2.86.22 {EAF=
BB RS | P AINESESRFEEEM,

2.8623 BEIEZES|
FIRZRSSEEIRNBEERTENX, BRITEINENFR key B8 36 FHIERRIRZRSI,

RIRERSIERE

ER— PRI ey EXZE—H), FIA—PMRIAB—AHMRRS, ALIRITREMINERS
BEMRIRRSIBEE, JUSETEMNRIN: 1. EREBPRE AT wHere IR ZHHIFER
1EJ9 Key, 2. EAMFERBMAERNE, ERNAILRERS|I R T WHERE A FERTE ey BIRTZR
TEM,

EREMABEGPRIRRSIMIFARERTHERRE, WRLAERELEZHRERTRK, B8R
MRS 1. WFEMEERMFRAEICIEZEARS, BT —PIROAHRSIFTUNERS
Mo 2. 3T Duplicate TR =] BAET B2 AR N AV IEEE T 5 I Fr 09 82 R 58 — AL MBI R (8] #2 5530
SMRIRRS|, FRAISEEWINLEACRE,

2.86.2.4 {EFZEG|
IR ZE S| BT I0iE WHERE RS EFIERIZER, BEMENBEN, LBIEHKIEE.

a] BAIBIT Query Profile B FEIJL /MBI D TRIZRZR 5 | AUINIE SR, - RowsKeyRangeFiltered B4 225 |3 32 AY1T
8, ATASEMLA Rows BN EE MRS IEMER

2.8.6.2.5 {EFRAI

- BRANRAVEEFSI AUT 551, BBARILRERS|J9: user_id(8 Bytes) + age(4 Bytes) + message(prefix 20 Bytes),

ColumnName Type

user_id BIGINT

age INT

message VARCHAR(100)
max_dwell_time DATETIME
min_dwell_time DATETIME

- BRIIRHEFES AT 55, METLEZRE] K user_name(20 Bytes), BI{ERHIAET] 36 NFET, HAEF
VARCHAR, FTUAEIEEIMT, FNBIERHE.

ColumnName Type

user_name VARCHAR(20)
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ColumnName Type

age INT

message VARCHAR(100)
max_dwell_time DATETIME
min_dwell_time DATETIME

- SEANEBFRE, RRIRRSIVARN, sJUMRAINRE®RE, LMES—HFH, RITH
TEi:

SELECT * FROM table WHERE user_id=1829239 and age=20;

ZEBNNERRZS TN TER:

SELECT * FROM table WHERE age=20;

FTCATEEESRAY, IERERIIARF, sEMRARSERNE,

2863 {FIHERSI

2.8.63.1 {BEIHEZRS]
R5|[RIE

BIHERS], RERRRMABANRSIRAK, BXADHE—NME, WEE > XEMSHRS], FTURES
B— MEAFEMRLE ST AS H,

M 200 lRAEFIE, Doris ZHFHEIHERS], FJMARBITXALENENNER, EEREHRRENFETRE
18], AR IBE AR LR R R R R T,

£ Doris BYEIHEZRSISLELAR, Table I —{T N — X4, — IR NXEPH—FER, ELRAERIRSIE
MRIERBIAREEM B ZERIT, A2 wHERe F AR B #Y,

5 poris FEMRSIANENRZ, EFEEEHIRSIERMIINXGE, REEXG—— M, BYIEFME L
HHREMI, XERNITFERRITUMEISE, MRRSIARAETREG, KNERFELEFHE,

ERHR

BIHRSIREREEIRZ, FIMIESFE, SCE. 28R (RBIELE, BERIIILESE ), — KA
MESMEHERS], ERNSMIHRSINFGIUMETAS,

BIHERSIMTNREREN BT -

1. INEFAFHREENEXRE

- XERXRBIER, SERNILEZ N REBF MATCH_ALL, LEEE—NKBEF MATCH_ANY
- 15451 E 1) MATCH_PHRASE

- XFHHEEIEEE slop
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https://zh.wikipedia.org/wiki/%E5%80%92%E6%8E%92%E7%B4%A2%E5%BC%95

. ZHE1E + BU4E MATCH_PHRASE_PREFIX
« & #55318 IE M) & 18] MATCH_REGEXP

- I, PXBAR Unicode, 1K, ICU & 25318
2. INELBHE, SCEER, BERKBIIVAP R5|RVINEE, & srTvAr 3|

- RFFAEH. BE. BERESEEN = = 5, o= < <= RIBTIR
- XEFMH, BF. BERERAERN = = >, 55 < <=

3. I EMZEAS

o N5 AND FEINIE, T ZHF OR NOT FA4INE

- XESANFHERIES AND ORNOT IBIEES
4 REESVIRSIEE

- RFERIER EE EIHIRSI
- IFEECAMNRCENARRS, MAXIEEMREHIRS|, TRESKRTINWEBKIE
- XEHREBR LMERIRS], TRESRTPWEBKIRE

BIRFRSIMERE N E — LR :
1. FEAEEOBRYFE A BSEEY FLOAT #lI DOUBLE AZIFFIHERS], RERZEFRBBENE
W, BBRARZERBEERIIE ISR DEaVAL, DECIMAL STHHEIHERSI,

2. BB BB AERTEAZIFEIHEZRS], B3 : MAP.STRUCT,JSON, HLL, BITMAP, QUANTILE_STATE,
AGG_STATE, ELHI MAP, STRUCT &3F$ 735, jsoN AT BAMRRYK VARIANT ZEBUSR 15515, H
LN ERRE A RS EE NS EZFEHEZRS],

3. DUPLICATE F1FF /& Merge-on-Write B9 UNIQUE RAREL 7 HHE R SR FIHEZR S|, {B2 AGGREGATE
FORFF 2 Merge-on-Write B UNIQUE #EEU{X 735 Key TIEEIHEZRS], 3E key FIRNBEREIHIR
5|, XREMNIFE MERZZIEZBMBEHRIEEMSH, BURER AR IMIRFITIR.

BIEZRS|
BRI E X EIHEZRS]
EERIEAT COLUMN IENX ZIERESIEN :
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CREATE TABLE table_name
(
column_name1 TYPET,
column_name2 TYPE2,
column_name3 TYPE3,
INDEX idx_name1(column_name1) USING INVERTED [PROPERTIES(...)] [COMMENT 'your comment'],
INDEX idx_name2(column_name2) USING INVERTED [PROPERTIES(...)] [COMMENT 'your comment']
)
table_properties;

BRI

1. idx_column_name(column_name) KT, column_name REZRZIMFE, UANZHEIIE X HHITITH,
idx_column_name RR5|BF, UARKAE—, BINGEIE: FISIEMNEIELR idx_

2. USING INVERTED @WHY, AFIHEERSIXEZAEIHZRSI

3. PROPERTIES B ENiEHY, ATFHERHRSIMEINEY, BRIHHNESENT:

parser 5 XE 771528

» AR ERTAS

+ english: WX5E, BERXNE; ERAZHINIRIE, HES

» chinese: AX5E, BEPXNAE; MHEER english BE(R

* unicode: ZEENE, ERTHEXEG/ZIESXE; AINHIFERGR. ittt FERFRGHTT
e, ARFPXIEFNDE

-« icu (B31.083%%F ): icwdiE, BF ik, ERTEMUNEASERBERSE (AMMAHAHIE RE
)

» basic ( B 3.1.0 3745 ) EXRMMWEAR; EEFERF 18, PXRFT, BIEIRR/ZE8/A5T%K
FH; MRS EMAMNERS, HEHRPEMERER unicode 731888,

- ik (B31.0 8% ) KHPXSE, ERTHRXIEDH

AN R R TOKENIZE sQL BRENESIE, M EEET,

parser_mode

BFIEBEDEAED, (parser = chinese BYa]F ):

+ fine_grained: MHIE, MATFHHER, ESHI; M RXTRIAH - “BX RINGE”
KT RIIAHR AH

+ coarse_grained: HHIE, MAFHHER, EOWF; M “RRFIGIAH - ‘BB KIK
m"

- BN coarse_grained

support_phrase

&35 MATCH_PHRASE $ZiE B RN :
. true: T¥%, BRI|IHBEESEMHEZTE

185




. false: A"XZ#5, BETFAE; PIH MATCH_ALL BiAZS N KBEE
-« B20.14, 215, 3.01#: BHIRET parser, EKiA true; BMEKIA false

A B3oiE  AHRERT + SIFEIE IR

INDEX idx_name(column_name) USING INVERTED PROPERTIES(

"parser" = "chinese",
"parser_mode" = "coarse_grained",
"support_phrase" = "true"

)

char_filter

FED RN XAFITIHAIE, M5 iEITH.

« char_filter_type: char_filter 28 ( B &YX $F char_replace )
« char_replace: 4§ pattern RENENERA replacement PRIERF

+ char_filter_pattern: EEEHMINES
« char_filter_replacement: BIRFNZFER ( 7k, ZNATIK)

T BRI TFRILERAZR, EEFEREDRN.

INDEX idx_name(column_name) USING INVERTED PROPERTIES(
"parser" = "unicode",
"char_filter_type" = "char_replace",

n n

"char_filter_pattern" = "._",

"char_filter_replacement" =

ignore_above

BEARDEAFHRRS| (KRIEE parser ) BIKEPRS,

4

- KEBIT ignore_above WERMBASRERS; WENFEHLHA, ZBEHDIMERTFEAN TS
« BHME: 256 (FT)

lower_case
rERMAERERANE, UMEXTAX S KNELE,
. true: EBiAHNE
. false: Ni&ih
- B207% 212 2K true; BRIRAZKIA false
stopwords

BEFRIEAR, FFMHERTH.
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- NEEHIEAREBISENLTENIE (M is. the, a %), BARE AN IGH 2R
+ none: [FHATHIERIAR

dict_compression ( B 3.1.0 ££224% )
EENEHIRSIRFEEA zsTD FHESE,

- true: BEFHESE

. false: EiA, ~BH

B WAXA/HESEMFEMEMANIZ=RER; 5 inverted_index_storage_format = "v3" EEZE
RERE, WRKIMEXARS BEHRETEL 200 71,

ol

INDEX idx_name(column_name) USING INVERTED PROPERTIES(
"parser" = "english",
"dict_compression" = "true"

)

4. COMMENT ZF1ERY, FATFIEERSIIER
5. RMEBM inverted_index_storage_format

inverted_index_storage_format BX{E: - “v1” : ENRS|—NMIIH idx X - “v27 BTE &S| % —— 1 idx &,
BRHERSIXHFIRER 10- “v3" : SRIRIBTFAERIN, Fv2 BUEN, BERAERMHMNRSIXHESEEE
7o (ZINEER 3.1.0 IRAEFFIESZHS, 4.0.1 FHIAIE AECATFAERET)

5v21gtk, v3igf:

1. WHEHER zsTD FH[EHE(H dict_compression JBFEAT)
2. WEMAXBRIEERHITESE
3. AR WFRIEXABIENEES AR, BIERV3, FITHEL20%97FE= (8,

REME v3 FERI, ERRMAEELEM:

CREATE TABLE table_name (
column_name TEXT,
INDEX idx_name(column_name) USING INVERTED PROPERTIES("parser" = "english", "dict_compression
— " = "true")
) PROPERTIES (

"inverted_index_storage_format" = "V3"

EEREMNEHZRS

1. ADD INDEX

% 35CREATE INDEX #1 ALTER TABLE ADD INDEX FIFPiE;%, SHMIEERRINZES|ITENMEE
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-- EE

CREATE INDEX idx_name ON table_name(column_name) USING INVERTED [PROPERTIES(...)] [COMMENT 'your
< comment'];

-- 8% 2

ALTER TABLE table_name ADD INDEX idx_name(column_name) USING INVERTED [PROPERTIES(...)] [COMMENT

— 'your comment'];

2. BUILD INDEX

CREATE / ADD INDEX R{ERZBIME THRIIE N, XMEEZENMBEABBEBSEMAEHZRS], MEEBIEE
ZEE{FEF BUILD INDEX fili% :

-- 1B 1, BAELRIATESX BUILD INDEX

BUILD INDEX index_name ON table_name;

-- &% 2, F[$BXE Partition, E[IEE— TSN

BUILD INDEX index_name ON table_name PARTITIONS(partition_namel, partition_name2);

=

J&3E sHow BUILD INDEX & BUILD INDEX H[E:

SHOW BUILD INDEX [FROM db_name];

-- 1, EFBFTERY BUILD INDEX {ESZHE

SHOW BUILD INDEX;

-- =5l 2, BEEIETE table HY BUILD INDEX {EZiHFE
SHOW BUILD INDEX where TableName = "tablel";

sz

JB1T CANCEL BUILD INDEX BY;E BUILD INDEX:

CANCEL BUILD INDEX ON table_name;
CANCEL BUILD INDEX ON table_name (job_id1,jobid_2,...);

BUILD INDEX R4 —MNRLESHIT, B8N e LESNMNEENITRS IMEES, 8T 8t
S# alter_index_worker_count BJBAIRE, EXIAMER 3.

2.0.12 F12.1.4 ZBIAIARZA BUILD INDEX R—EEIXEZIMIN, MXFE NIRRT 1818 L A8
RHEERE—EEiL, 3.0 FENBEEINEAZIFIEGS,

1. — tablet BB #4&I 74 BUILD INDEX LMK/, ZEANBUILD INDEX SkIK&h
2. BF[E)#83T alter_table_timeout_second(), BUILD INDEX #BHJZE
3. FAPRJLAZ Rtk BUILD INDEX, B4 BUILD F{INIZRS|IARSE S BUILD

EERMIREHZRSI

-- iBE

DROP INDEX idx_name ON table_name;

-- iEE 2

ALTER TABLE table_name DROP INDEX idx_name;
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DROP INDEX RMBRZRSIE X, iIBEABIEASBEZES|, ANSER— 1N RS ESHITRSIH
BRIZIE, B BE LESNMNEERITRSIMBRIES, 1813 BE &% alter_index_worker_count
AR E, EINMER 3.

EERIAERS]

-- 18% 1, TRHAY schema H7 INDEX ZB% USING INVERTED r2fflHFZR5|
SHOW CREATE TABLE table_name;

-- iBi% 2, IndexType JJ INVERTED HUR(EIHFZS|
SHOW INDEX FROM idx_name;

{ERAZSI
MABHERSIMNRER

- 1. EXAERXFIEAILAS, WL MATCH_ANY MATCH_ALL FEhR¥
SELECT * FROM table_name WHERE column_name MATCH_ANY | MATCH_ALL 'keywordl ...";

-- 1.1 content FHEE keywordl AYIT
SELECT * FROM table_name WHERE content MATCH_ANY 'keyword?1';

-- 1.2 content FIFEE keywordl ZXE keyword2 BY1T, FEILJLURIIZ A keyword
SELECT * FROM table_name WHERE content MATCH_ANY 'keyword1 keywordZ';

-- 1.3 content FHFETEE keywordl I keyword2 BI1T, FEIZRICARIIZ A keyword
SELECT * FROM table_name WHERE content MATCH_ALL 'keyword1 keyword2';

-- 2. @XIREIBIVAS, 81T MATCH_PHRASE FEARK
-- 2.1 content FFPETEE keywordl I keyword2 HI1T, MHE keyword2 WINEZIRTE keywordl JSH
-- 'keywordl keyword2', 'wordx keywordl keyword2', 'wordx keywordl keyword2 wordy' BEULEGZ,

— BEFMIEBESE keywordl keyword2, MHE keyword2 EIR7E keywordl [FE

"keyword1 wordx keywordZ REELEE, B keyW0rd1 keyword2 Z[BJFR T —M& wordx

'keyword2 keyword1',
-~ {#F3 WATCH_PHRASE Eﬁﬁﬁ PROPERTIES FRFF/Z "support phrase" = "true"
SELECT * FROM table_name WHERE content MATCH_PHRASE 'keywordl keyword2';

-- 2.2 content FRERTEIE keyword! F0 keyword2 BY1T, MHE keywordl keyword2 B9 “i&FE" (slop)
— AT 3

-- 'keywordl keyword2', 'keywordl a keyword2', 'keywordl a b c keyword2' ERBEILEC, EJ9 keyword1
< keyword2 HEfRAVIEASAIZ 0 1 3 AT 3

-- 'keywordl a b c d keyword2' ANBEREILED, A9 keywordl keyword2 FRE]FEAVIEIE 4 4, i
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-- 'keyword2 keyword1', 'keyword2 a keywordl', 'keyword2 a b c keyword1' HIBEILEZ, EJIEE slop
— > 0 RARBEX keyword1 keyword2 MR, XMTREET s, SERTEIA~—, FEit
< Doris R TH slop FEEEERNS (+) RINBZEMRTT keyword! keyword2 BIFE/EINRE
SELECT * FROM table_name WHERE content MATCH_PHRASE 'keyword?! keyword2 ~3';
-- slop FEEIES, 'keywordl a b c keyword2' BEULEZ, M 'keyword2 a b c keyword1' ANBEPILAD
SELECT * FROM table_name WHERE content MATCH_PHRASE 'keywordl keyword2 ~3+';

-- 2.3 ERFEAAINFARHR T, WRE—MA keyword2 MFEISHILES, FXIAX 50 MEILRIE (session TBE
< 1inverted_index_max_expansions F=H0)

-- BERIE keyword1, keywordZ AREX ARG HEEL08Y, REEFRE]EEIE

-- 'keyword1 keyword2abc' BEILEC, EJ keyword1 TT2—H, RG—1 keyword2abc & keyword2 HIBILR

-- 'keyword1 keyword2' tHEEILED, FEJf9 keyword2 H12 keyword2 AYREILR

-- 'keywordl keyword3' ABEULEZ, [EJ keyword3 ANE keyword2 HIBILR

-- 'keyword1l keyword3abc' tBAREEILES, B keyword3abc HARRZ keyword2 HIFIL

SELECT * FROM table_name WHERE content MATCH_PHRASE_PREFIX 'keyword1 keyword2';

-- 2.4 NRAEBE—MISRILAHEIEENE, EXIAFL 50 PRSI (session ZE inverted_index_max_
< expansions 1ZHl)
SELECT * FROM table_name WHERE content MATCH_PHRASE_PREFIX 'keyword1l';

-- 2.5 WoMiAEAEEITIEMILES, ZKIALLES 50 4 (session ZWE inverted_index_max_expansions 32
=)

-~ ZE{ll MATCH_PHRASE_PREFIX RYULEZHIM, RERILZHAL T IEM

SELECT * FROM table_name WHERE content MATCH_REGEXP ‘'key.*';

-- 3. EiBESEE. SBEL 1IN NoT IN, IEFERY squ iERIENE], U0
SELECT * FROM table_name WHERE id = 123;

SELECT * FROM table_name WHERE ts > '2023-01-01 00:00:00"';
SELECT * FROM table_name WHERE op_type IN ('add', 'delete');

-- 4. BYSHZRERILER, 8T multi_match ERZITERY
-- SRHR:
- FINMBSHEEERNYIE

- BEEANSHIEELEIRIN: any'/'all'/ phrase'/ ' phrase_prefix'
-- BRI SREERRMXBIENEIE

-- 4.1 fEcol1,col2, col EE—FIHELR " keyword1 ' HIFT (ORIZSE )
SELECT * FROM table_name WHERE multi_match(coll, col2, col3, ‘'any', 'keywordl');

-- 4.2 fEcol1,col2,col 3FTBYIPEBELR " keyword1 ' HIFT ( ANDIBEE )
SELECT * FROM table_name WHERE multi_match(col1, col2, col3, 'all', 'keywordl');

-- 4.3 TEcol1,col2, col3FE—FFRBETEIZIE keyword1 ' BI1T (AFHHIZIBILES )
SELECT * FROM table_name WHERE multi_match(col1, col2, col3, ‘'phrase', 'keyword1');
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-- 4.4 TEcoll,col2,col3fEFE—FIFBRIEZLA keyword1' FELBEEIEBRIIT (%Ei%ﬁﬁéiilmﬁ)
- BINSILEE keyword123" X HERIAE

SELECT * FROM table_name WHERE multi_match(coll, col2, col3, 'phrase_prefix', 'keywordl");

18I profile P HTER S| HIIER

FEIHEE | H0IE ] LAE T session TWE enable_inverted_index_query FFx, EKiAZ true FTH, B ATRIER
SIINE R T AR E A false K,

B BAIE T Query Profile FHEY FEJLANFER 2 AT EIHER SIRINIERN SR, - RowsInvertedindexFiltered fE] HFi‘_iJE?E
HI1TEL, BTLASHEHMLA Rows B XY EE 53 #T ZE 51T IR IR - InvertedindexFilterTime ] HE % 51 /E FERY BT 8] -
vertedIndexSearcherOpenTime {2]#F 22 5| 3T FF Z 5| BYBY [8] - InvertedindexSearcherSearchTime EIHEZE 5| A E‘Bﬁlﬂﬂ'\]ﬁ?
i8]

R AR IR IE 5 18R

WMREBIEE DAL REE N — XA HITHIE1T R, BTLAEF TOKENIZE BRE#HITIRIIE,

TOKENIZE ERE I — NS REFMANNXNE, F_/NSHERLIBESIBEN IS,

SELECT TOKENIZE( CEONAS TR ,'"parser"="chinese", "parser_mode"="fine_grained""');

| tokenize( XA TR , '"parser"="chinese", "parser_mode"="fine_grained""') |

| RGO, CEORIIIAREE, KT, RKIIRE, K# |

SELECT TOKENIZE('E, X1/ IR, ' "parser”="chinese", "parser_mode"="fine_grained"");

R et +
| tokenize('EX I A", '"parser"="chinese","parser_mode"="fine_grained"") |
g +
| CER, RIS, K, R, KT, AH |
o e e e e e +

SELECT TOKENIZE('I love Doris', '"parser"="english"'");

(Rl

| tokenize('I love Doris', parser"="english"') |

SELECT TOKENIZE('I love CHINA FZEFKAIEHE", ' "parser"="unicode""');
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| [*i", "love", "china", "¥*, "&", "#-, 9, 4@, "E" |

-- IV FEBEEXNA (ZIEER 3.1.0 A
SELECT TOKENIZE('D0000 0000000 Hello 5", '"parser="icu"');

R ettt +
| tokenize('DUDOO OOOOOOO Hello ﬂi??', ""parser"="icu"") |
o e o e e e e o +
| ["00000", "0000000, “"Hello", "iE5Rn] |
R ettt +

SELECT TOKENIZE('OOOODOOOODOOOOOODOOOOOOD", '"parser"="icu"');

g +
| tokenize('0000000000ODDDDODODODD', '"parser"="icu"')
g +
| [IID Dll’ IIDDDDD", IID Dll’ IIDDDH’ llDDDDIl, IlDDDDDDII] |
g +

-- Basic NEAEMEEAR (ZIIEER 3.1.0 REHIAZH)
SELECT TOKENIZE('Hello World! This is a test.', '"parser"="basic"');

| tokenize('Hello World! This is a test.', '"parser"="basic"') |

| [”hello”, "World", "thiS", "iS“, “a", “test"] |

B e T e +
| tokenize('{REFiE5R ", '"parser”="basic"') |
o o +
| DM, EE, i, R |
B e e e e e e e e +

L T T +
| tokenize('Hellof/ifFworldiE5 ", '"parser”="basic"") |
R e e +
| ["hello", "T;J_{", "§¥"l "WOrld", u-ltu' “5%”] |
o oo +

SELECT TOKENIZE('GET /images/hm_bg.jpg HTTP/1.0"', '"parser"="basic"');
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| tokenize('GET /images/hm_bg.jpg HTTP/1.0', '"parser"="basic"") |

A=A

A HackerNews 100 I FHIBRREHERSINCIR, £XHER, TRBENR, BERERSINERMEAITER
KHEE,

B

CREATE DATABASE test_inverted_index;

USE test_inverted_index;

-- RIERIENEIZT comment BYEIHEZRS| idx_comment

-~ USING INVERTED ¥EEZR5|HELREIHEZRS]
-~ PROPERTIES("parser" = "english") FEERF "english" 7idl, B35 "chinese" HINXSiaFl

< unicode" HRXZBEZTIEE NI, MNRANIEE "parser” SHRRADE

CREATE TABLE hackernews_1m
(

*id® BIGINT,

“deleted” TINYINT,

‘type® String,

‘author® String,

“timestamp® DateTimeV2,

‘comment® String,

“dead” TINYINT,

‘parent’ BIGINT,

‘poll" BIGINT,

‘children® Array<BIGINT>,

‘url® String,

‘score’ INT,

“title® String,

‘parts’ Array<INT>,

“descendants® INT,

INDEX idx_comment ( comment’) USING INVERTED PROPERTIES("parser" = "english") COMMENT '

< 1inverted index for comment'

)
DUPLICATE KEY( id")
DISTRIBUTED BY HASH( id") BUCKETS 10
PROPERTIES ("replication_num"™ = "1");

SANBE
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J8iT Stream Load S A\ ZIE

wget https://qa-build.oss-cn-beijing.aliyuncs.com/regression/index/hacknernews_1m.csv.gz

curl --location-trusted -u root: -H "compress_type:gz" -T hacknernews_1m.csv.gz http

<5 ://127.0.0.1:8030/api/test_inverted_index/hackernews_1im/_stream_load

"TxnId": 2,

"Label": "a8a3e802-2329-49e8-912b-04c800a461a6",
"TwoPhaseCommit": "false",
"Status": "Success",
"Message": "OK",
"NumberTotalRows": 1000000,
"NumberLoadedRows": 1000000,
"NumberFilteredRows": 0,
"NumberUnselectedRows": 0,
"LoadBytes": 130618406,
"LoadTimeMs": 8988,
"BeginTxnTimeMs": 23,
"StreamLoadPutTimeMs": 113,
"ReadDataTimeMs": 4788,
"WriteDataTimeMs": 8811,
"CommitAndPublishTimeMs": 38

SQLIETT count() A S A BRI

SELECT count() FROM hackernews_1m;

01 EXEER

« 3 LIKE ILEE TS comment REHE  ‘OLAP’ BYTTEL, FEBT 0.185

SELECT count() FROM hackernews_1m WHERE comment LIKE '%0LAP%';

Fom e oo +
| count() |
R et +
| 34 |
Fom oo +
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- FAETEHERS M2 E MATCH_ANY 718 comment REH’ olAP’ RUTER, #ERT0.02s, NME9E, &
BERMBIEE LREEMBE

XEBERZHNMER, BREMEHERSIN comment DEfE, EEMEHITIHEITH —/NEFT—(LAIE,
Ltk MATCH_ANY LE LIKE BY4EER 2 —LE

SELECT count() FROM hackernews_1m WHERE comment MATCH_ANY 'OLAP';

R et +
| count() |
[ +
| 35 |
R +

- EIHEMNEEZLTT ot HILRERBIMESRE, 0.07svs 0.01s, BHITFETFHIER LIKE F1 MATCH_ANY E3E1EFH,
BIHERS NIRRT 7 BI0E

SELECT count() FROM hackernews_1m WHERE comment LIKE '%OLTP%';

R et +
| count() |
Fom e oo +
| 48 |
R et +

R et +
| count() |
B +
| 51|
e oo +

- EBTHIL ‘oaP’ FI ‘oLTP’ FME, 0.13svs 0.01s, 13 {Z0iE

ERZSMEER HELAT (AND X2 ) fEF MATCH_ALL ‘keyword1 keyword2 -+’

SELECT count() FROM hackernews_1m WHERE comment LIKE '%0OLAP%' AND comment LIKE '%OLTP%';
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| count() |

- EEHI ‘oar’ F ot EA—ME, 0.125vs0.01s, 12 fEH0IE

REBERZMIMEE—NHSMNHIBT (ORKFR ) {FFH MATCH_ANY  ‘keyword1 keyword2 -’

SELECT count() FROM hackernews_1m WHERE comment LIKE '%0LAP%' OR comment LIKE '%0LTP%';

e oo +
| count() |
R et +
| |
oo +

02 ZBHE. SCEER

-Dmmmﬁﬂmﬂﬁﬁﬁm

SELECT count() FROM hackernews_1m WHERE timestamp > '2007-08-23 04:17:00";

« J9 timestamp FIEH0—MEIHEZR S|

-- WFHEHERATEIZEEY USING INVERTED, AFIIEES 18
-- CREATE INDEX s —MEZSIMEE, R —MERERR
CREATE INDEX idx_timestamp ON hackernews_1m(timestamp) USING INVERTED;

BUILD INDEX idx_timestamp ON hackernews_1m;

-EE?%@EEE,ﬁﬁﬁmmmﬁmhmmwM§E,ﬂMEﬂnmE%ﬁﬁWmMmmﬁE@mﬁ
3IRAT 1s
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SHOW ALTER TABLE COLUMN;
.
S mmmm - L B e TR R Fomm e g Fomm - - +---
—
| JobId | TableName | CreateTime | FinishTime | IndexName
< IndexId | OriginIndexId | SchemaVersion | Transactionld | State | Msg | Progress |
< Timeout |
.
Y e -- B e T oo e Fomm -1 Fom - +---
—
| 10030 | hackernews_1m | 2023-02-10 19:44:12.929 | 2023-02-10 19:44:13.938 | hackernews_1m |
< 10031 | 10008 | 1:1994690496 | 3 | FINISHED | | NULL |
~» 2592000 |
.
S eeeo - e i i R [ S +- -
—
-- & table J8BHX, PartitionName EKIAFLRE TableName
SHOW BUILD INDEX;
.
e -- B T L e T PR +omo - -
SN
| JobId | TableName | PartitionName | AlterInvertedIndexes
— | CreateTime | FinishTime
— | TransactionId | State | Msg | Progress |
.
S eeeo - R R e B
—
| 10191 | hackernews_1m | hackernews_1m | [ADD INDEX idx_timestamp (" timestamp’) USING INVERTED
— 1, | 2023-06-26 15:32:33.894 | 2023-06-26 15:32:34.847 | 3 | FINISHED |
s | NULL |
.
e L L R e T P Fomm -
(.

- R5|EIEfE, EREERARMNERAN, Doris BEMIRFIZESIHITMH, BERXEHRTHIEE /I
BEE AR K
SELECT count() FROM hackernews_1m WHERE timestamp > '2007-08-23 04:17:00";
Fom e oo +
| count() |
R et +
| 999081 |
Fom e +
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- TEHBUEZEBIRITY Parent 1T AN timestamp BFUIRIE, X B EBFERAEELE

SELECT count() FROM hackernews_1m WHERE parent = 11189;

oo +
| count() |
B e +
| 2|
Fom oo +

oo WFEMESRE! USING INVERTED, ANAIEED1AE
-- ALTER TABLE t ADD INDEX E2FE _FhEZS|HVIEE
ALTER TABLE hackernews_1m ADD INDEX idx_parent(parent) USING INVERTED;

-- 1T BUILD INDEX ATF=EHIEMEMEIHERSI
BUILD INDEX idx_parent ON hackernews_1m;

SHOW ALTER TABLE COLUMN;

.
> mmme- L R T R e Fomm e
(.

| JobId | TableName | CreateTime | FinishTime | IndexName
< IndexId | OriginIndexId | SchemaVersion | Transactionld | State | Msg | Progress |
< Timeout |

.
3 emmm- Fommm e B L T T R L T T TS Ry L T L .
—

| 10030 | hackernews_1m | 2023-02-10 19:44:12.929 | 2023-02-10 19:44:13.938 | hackernews_1m |
— 10031 | 10008 | 1:1994690496 | 3 | FINISHED | | NULL
— 2592000 |

| 10053 | hackernews_1m | 2023-02-10 19:49:32.893 | 2023-02-10 19:49:33.982 | hackernews_1m |
—» 10054 | 10008 | 1:378856428 | 4 | FINISHED | | NULL
—» 2592000 |

oo
3 emmm- Fommm e B L T T R L T T TS Ry L T L .
—

o
- Y [ g
s

| JobId | TableName | PartitionName | AlterInvertedIndexes |
<> CreateTime | FinishTime | TransactionId | State | Msg |
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< Progress

| 11005 | hackernews_1m | hackernews_1m | [ADD INDEX idx_parent ( parent’) USING INVERTED], |

< 2023-06-26 16:25:10.167 | 2023-06-26 16:25:10.838 | 1002 | FINISHED |
< NULL |

-
N e e e e e e e e
.

SELECT count() FROM hackernews_1m WHERE parent = 11189;

o +
| count() |
R +
| 2|
Fom oo +

« WFAFERERRY author B ASEREIHIRS|, FEEWHRAIUNARSIME

SELECT count() FROM hackernews_1m WHERE author = 'faster';

R +
| count() |
Fom oo +
| 20 |
B +

-- XEBHHFT USING INVERTED, X author 4318, EEANHM—MELIE
ALTER TABLE hackernews_1m ADD INDEX idx_author(author) USING INVERTED;

-- 1T BUILD INDEX ATF=#HIEM LAEIHERSI:
BUILD INDEX idx_author ON hackernews_1m;

-- 100 J35% author IEIEEERSIUEFE 1.55
SHOW ALTER TABLE COLUMN;

.
T o memmeeea e T [ R
—

| JobId | TableName | CreateTime | FinishTime | IndexName
<5 IndexId | OriginIndexId | SchemaVersion | TransactionId | State | Msg | Progress |
<5 Timeout |
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| 10030 | hackernews_1m | 2023-02-10 19:44:12.929 | 2023-02-10 19:44:13.938 | hackernews_1m |
< 10031 | 10008 | 1:1994690496 | 3 | FINISHED | | NULL
<> 2592000 |

| 10053 | hackernews_1m | 2023-02-10 19:49:32.893 | 2023-02-10 19:49:33.982 | hackernews_1m |
—» 10054 | 10008 | 1:378856428 | 4 | FINISHED | | NULL
< 2592000 |

| 10076 | hackernews_1m | 2023-02-10 19:54:20.046 | 2023-02-10 19:54:21.521
< 10077 | 10008 | 1:1335127701 | 5 | FINISHED |
—» 2592000 |

| hackernews_1m |
| NULL |

| JobId | TableName
<~ CreateTime

| PartitionName | AlterInvertedIndexes
| FinishTime | TransactionId | State

< Progress |

| 13006 | hackernews_1m | hackernews_1m | [ADD INDEX idx_author (“author®) USING INVERTED], |

<5 2023-06-26 17:23:02.610 | 2023-06-26 17:23:03.755 | 3004 | FINISHED |
< NULL |
oo
S o e e e e e
SN
-- BIBRS|E, FNRFELREHEREME

SELECT count() FROM hackernews_1m WHERE author = 'faster';

Fom e oo +
| count() |
R et +
| 20 |
Fom e +

2.8.6.4 BloomFilter 23]

2.864.1 ZRg|[RIE
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BloomFilter Z25| @& T BloomFilter ) —Fh k25|, EHIRIERZ R BloomFilter BT HEERIBEREAHE
RIEERIR, AZEL vo EiENiEM B Y,

BloompFilter &2 EH Bloom 7E 1970 IR HI—MS B ER M RIRERE X, BENATE —LEEWRELIR
BEATEERBETES, BEEHANEERER 100% IEMEIIFS, BloomFilter BA T :

. SENESEELRIEEN, BRIGE—NTRREE— M EEH,
- HF—ATERVRTEENEA, soomriter REFBAEHNMERZ —: THFENE —EFFE.

BloompFilter 72 B — MBI 5 (I BB — RIIMIMS FER AR, —#HBIUKEN RS0, HEE—1
HEANTEREN, IMTHESR—RIBHERBUT SRS E—RIE, AENEEUSENREELES
10

TEFRE— m=18, k=3 ( m @1Z Bit ZIZBAVK /N, k=2 Hash REAINEL ) BY BloomFilter 7R3, EEHEI X, y.
 EANTRIBEE 3 M EIEHR N EIG AR, HEBITE w Y, BT Hash BRITEZEREE—1
fiimo, Altw ATEZEER, ERRIIRLIEE 1 REHAFEERER. TEEEE—EEXESH,
79 Hash BRIZX BT BEH IR Hash Rifi 12,

g —

31: Bloom_filter.svg

RERMRENTRZERIREFRBTERSIFMENRBAE, EXLAELE 1, REEHARTEES
BF. TEEEE—EEESH, E B Hash BRELFTEEH IR Hash filfi3E, XFLZE BloomFilter “{ERBAME” , EULLETF
BloomFilter BJZR5 | REEBMT N B R BVEIE, FEEFSHAE ALH B FREIEIE.

Doris BloomFilter Z25| BAXXHEIR (page ) WEBAIME, BNBIBRTFAE— BloomFilter, SR, X FRIERAF
HBME, 23 Hash TF ABUIRRIS AT BloomFilter, BRI, RIBFFEFMRE, HIETENKIERIE
BloomFilter RABIZIXME, NEZMWHLI I MAVBIFRAIZE, AREL vo EWMNERK BT,

28642 {EAFH=
BloomFilter ZR5|BEWTHEEE W ( BIFE=FIN) IIiE, WEEHFERNRIRLF, bt userid FME— 10 FEL,
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BloomFilter BJ{E B T~ H — PR :
« WINFD = ZHMIEEEBRER, b= NOTIN, >, < &
« AN #537 Tinyint, Float, Double ZEEYAYFIEE BloomFilter 3],
- WMEEHRFERMINENEEBR, tbal “M5” FEMXBEREME, L FESNBRES
BEFBEEE, % BloomFilter R5|LEE X,
MNREEEFEHZANEH BloomFilter 5|3, BJLAEIT Query Profile FAYHE XIEIFFHIT T,

« BlockConditionsFilteredBloomFilterTime 5 BloomFilter Z= 5| ;B £ AT (8]

+ RowsBloomFilterFiltered &2 BloomFilter 3 JE 2B 1T 4%, B LA S E fth J1 4 Rows {E XY EE 53 #7
BloomFilter Z25 |1 JEXM SR

28643 BEIEZEG|
EBRATEIZEE BloomFilter 5|

HBFAEEE, BloomFilter R5|E X HIEE S EIHEZR S| 1B INDEX 1B/Z AR — 1, BloomFilter R 5| 1811 FRAY
PROPERTIES “bloom_filter_columns” 35 7E MRLE=FER%E BloomFilter 225|, BJLAIEE — M EE Z NFER,

PROPERTIES (
"bloom_filter_columns" = "column_name1l,column_name2"

);

& & BloomFilter 23]

SHOW CREATE TABLE table_name;

EEREM. MR BloomFilter R3]
J&)T ALTER TABLE {1224ZRHY bloom_filter_columns B3R TT R,

79 column_name3 &N BloomFilter ZX5|

ALTER TABLE table_name SET ("bloom_filter_columns" = "column_namel,column_name2,column_name3");

B column_name1 B4 BloomFilter 225

ALTER TABLE table_name SET ("bloom_filter_columns" = "column_name2,column_name3");

28644 {ERAZRS|
BloomFilter 225 | F§ FI0i& WHERE XIS EEE, REIIRM BIEN, RBHEHKIEE.

a] BABIT Query Profile RS T EJL/MEFR 73 47T BloomFilter 225 | AU HNIEZ SR, - RowsBloomFilterFiltered BloomFilter 225
TEEITE, TTUASEMILA Rows BN EE DT ZR S| 1T B R - BlockConditionsFilteredBloomFilterTime BloomFilter
FEIHER S EFEAV AT 8]
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2.8.6.4.5 {EFRRAI
TEEILEFIREE Doris /E A I BloomFilter &35/,

Doris BloomFilter Z= 5| BRI 12 2 1@ 1T E B R IE TR PROPERTIES BN L “bloom_filter_columns” = “k1,k2,k3” , X NE
T, k1,k2,k3 = ELIERY BloomFilter Z25|BY Key 5 B, 1G0T HE X REAY saler_id,category_id € T BloompFilter
5],

CREATE TABLE IF NOT EXISTS sale_detail_bloom (
sale_date date NOT NULL COMMENT "fHEHRT|g]",
customer_id int NOT NULL COMMENT "ZEF4RS",
saler_id int NOT NULL COMMENT "f{HER",
sku_id int NOT NULL COMMENT "E@mZmS",
category_id int NOT NULL COMMENT "FEJfR7ZE",
sale_count int NOT NULL COMMENT "fHEMZE",
sale_price DECIMAL(12,2) NOT NULL COMMENT "EE{)",
sale_amt DECIMAL(20,2) COMMENT "fHE&EDEEN"

)

Duplicate KEY(sale_date, customer_id,saler_id,sku_id,category_id)

DISTRIBUTED BY HASH(saler_id) BUCKETS 10

PROPERTIES (

"replication_num" = "1",

"bloom_filter_columns"="saler_id,category_id"

);

2.8.6.5 N-Gram Z25|

28651 Z5|[FRIE

n-gram 7318248 — RGN —ER X F IR 57 5L 2 MELBEVIRERI 5318 757%. NGram BloomFilter 25| Fl1 BloomFilter 22
51300, tHEET BloomFilter BYFEERZRS],

5 BloomFilter 5| RNERIRZ, NGram BloomFilter Z=5| FFIIIEX A LIKe &Eif], EF A BloomFilter IR ZRIAX
AEVME, MENXAFHIT NGram 7318, B MIERETFEA BloomFilter, ¥F LIKE &Bif), JF LIKE ‘%pattern%’ Y
pattern 31T NGram 5318, FIBF &/ ME 2B 7E BloomFilter 7, YR EANMEARTEN X N AT FHBERFAA 7 B LIKE
M, PTCABRITIX &R S 548 AL 10 I E 1,

2.8652 {EAFS=

NGram BloomFilter 22 5| R BENIEF T &R LIKE &1, M H LKE pattern PRIELSEFHNMERTFETRIIEXD
NGram I:F|E"‘_'l No

i

P

« NGram BloomFilter RSz ¥5F TR, REENNRE Like &if,
+ NGram BloomFilter Z25|F BloomFilter R5| A E R X%, BIE— MR EEREHERII—1,

+ NGram BloomFilter Z25 | IR 5347, ER BloomFilter 25| 341,
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28653 BEIERG|
Bl NGram BloomFilter Z25]

EERIETT COLUMN FIEXZERESIEX:

INDEX “idx_column_name’ ( column_name ) USING NGRAM_BF PROPERTIES("gram_size"="3", "bf_size"="
< 1024") COMMENT 'username ngram_bf index'

EEIT

1. idx_column_name(column_name) 2 HBIHY, column_name BEZESIMNFIE, WIRRIEIIE X PHMITH],
idx_column_name = ZR5|BF, MHNRKFIME—, BINGRMNE: JFFIEINEIL idx_

2. USING NGRAM_BF WY, FATFIEEZESIZEELR NGram BloomFilter 25|

3. PROPERTIES 2 P] &R, FTFIETE NGram BloomFilter 225 |FUERSMNE T, BaISZIFHEMHN T :

Iy

« gram_size: NGram BN, 3BE N MELEFFF1E— M, L3 ‘Thisis a simple ngram example’ £ N=3 Y
BHMESRY ‘Thisisa’ , ‘isasimple’ , ‘asimplengram’ , ‘simple ngram example’ 4 /M,

+ bf_size: BloomFilter BJK/)\, ERI7E Bit, bf size ;RTE B MEUIBRITNMAVRS K/, X MEHK S BEFMES
B K, [E)RY Hash Rif 42 AT R th A,

- gram_size XY LKE BN FHRR/NKE, BEEFABIWNETF 2 —MREBIZRE “gramsize” = “3”,
“bf size” = “1024” , FRIGIEIE Query Profile 181,
4. COMMENT B FIERY, FATFIEERSIER

& & NGram BloomFilter 25|

-- 18% 1, TRHAY schema H INDEX ZB%3 USING NGRAM_BF =fflHFZR5|
SHOW CREATE TABLE table_name;

-- 18/% 2, IndexType JJ NGRAM_BF HYZEIHEZS|
SHOW INDEX FROM idx_name:

fHBR NGram BloomFilter 25|

ALTER TABLE table_ngrambf DROP INDEX idx_ngrambf;

&R NGram BloomFilter Z25|

CREATE INDEX idx_column_name2(column_name2) ON table_ngrambf USING NGRAM_BF PROPERTIES("gram_size
— "="3", "bf_size"="1024") COMMENT 'username ngram_bf index';

ALTER TABLE table_ngrambf ADD INDEX idx_column_name2(column_name2) USING NGRAM_BF PROPERTIES("
< gram_size"="3", "bf_size"="1024") COMMENT 'username ngram_bf index';
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2.86.54 {EFAZEG|

{85 FH NGram BloomFilter ZR5| 1R B W FS%4 ( enable_function_pushdown EX1A 77 false ):

SET enable_function_pushdown = true;

NGram BloomFilter ??\i‘g ”Eﬁ:.HJUJE LIKE Ei’lﬂ y tban:

SELECT count() FROM tablel WHERE message LIKE '%error%';

a] BAIBIT Query Profile FRAY N EJL N EFR 7T BloomFilter 25| ( B2 NGram ) BINNEILER, - RowsBloomFilterFiltered
BloomFilter 5|13 i8R AY1TEL, FTLASE ML Rows {EXTEE DT ZR S 3T I8 XA LR - BlockConditionsFilteredBloompFil-
terTime BloomFilter EIHEZZ 5 ;B FERYAT 8]

2.8.6.5.5 fEFRGI
PAYE 5580 7= G B9 B P ARS8 B RV EUEEE amazon_reviews {57~ NGram BloomFilter 225 | A FAFIE,
e

CREATE TABLE “amazon_reviews™ (
‘review_date’ int(11) NULL,
‘marketplace” varchar(20) NULL,
‘customer_id® bigint(20) NULL,
‘review_id" varchar(40) NULL,
‘product_id" varchar(10) NULL,
‘product_parent” bigint(20) NULL,
‘product_title’ varchar(500) NULL,
‘product_category’ varchar(50) NULL,
‘star_rating® smallint(6) NULL,
“helpful_votes™ int(11) NULL,
“total_votes® int(11) NULL,

‘vine® boolean NULL,
‘verified_purchase’ boolean NULL,
‘review_headline® varchar(500) NULL,
‘review_body" string NULL

) ENGINE=OLAP

DUPLICATE KEY( 'review_date”)

COMMENT 'OLAP'

DISTRIBUTED BY HASH( ‘review_date’) BUCKETS 16

PROPERTIES (

"replication_allocation" = "tag.location.default: 1",
"compression" = "ZSTD"

)

SARIE

FA wget SxEE M T BN FEAVIHE T EEIES
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https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2010.
> shappy.parquet
https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2011.
<> shappy.parquet
https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2012.
> snappy.parquet
https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2013.
> Shappy.parquet
https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2014.
<> snappy.parquet
https://datasets-documentation.s3.eu-west-3.amazonaws.com/amazon_reviews/amazon_reviews_2015.

“» Shappy.parquet

HH stream load & A\ Z3E

curl --location-trusted -u root: -T amazon_reviews_2010.snappy.parquet -H "format:parquet" http
<5 ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

curl --location-trusted -u root: -T amazon_reviews_2011.snappy.parquet -H "format:parquet" http
— ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

curl --location-trusted -u root: -T amazon_reviews_2012.snappy.parquet -H "format:parquet" http
<5 ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

curl --location-trusted -u root: -T amazon_reviews_2013.snappy.parquet -H "format:parquet" http
5 ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

curl --location-trusted -u root: -T amazon_reviews_2014.snappy.parquet -H "format:parquet"” http
<5 ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

curl --location-trusted -u root: -T amazon_reviews_2015.snappy.parquet -H "format:parquet" http
<~ ://127.0.0.1:8030/api/${DB}/amazon_reviews/_stream_load

FEERTEEREIT 10 6B, EFTEEFE E1RAZE be.conf B streaming_load_max_mb B LE#B T stream
load & L& R/NRIPRSI, vTCLEE FTEANNSIHE

curl -X POST http://{be_ip}:{be_http_port}/api/update_config?streaming_load_max_mb
— =32768

FEEA be BT LIRS,

SQL 1T count() BIIAS N EUIRELTH

mysql> SELECT COUNT() FROM amazon_reviews;

| 135589433 |
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BAERBRSINMRIZITEN, WHERE FMEFRH Lke, FERT 7.60

SELECT
product_id,
any(product_title),
AVG(star_rating) AS rating,
COUNT() AS count
FROM
amazon_reviews
WHERE
review_body LIKE '%is super awesome%'
GROUP BY

product_id
ORDER BY
count DESC,
rating DESC,
product_id
LIMIT 5;
o - - e it

| product_id | any_value(product_title)

B00992CF6W
BOO9UX2YAC

Minecraft

Subway Surfers

B0086700CM
BOOKWVZ750

Temple Run
Angry Birds Epic RPG

5 rows in set (7.60 sec)

| |
| |
| BOODJFIMW6G | Minion Rush: Despicable Me Official Game
| |
| |

B e R +
| rating | count |
e e e e oo Fomm e +
| 4.8235294117647056 | 17 |
| 4.7777777777777777 | 9 |
| 4.875 | 8 |
| 5| 6 |
| 5 6 |
e e R et +

SRJR 7RI NGram BloomFilter B3|, BXIZITHERERFER 0.93s, MEERF T 8 3

ALTER TABLE amazon_reviews ADD INDEX review_body_ngram_idx(review_body) USING NGRAM_BF PROPERTIES

~ ("gram_size"="10", "bf_size"="10240");

e R e R

| product_id | any_value(product_title)

[ g g

| BO0992CF6W | Minecraft

| BOO9UX2YAC | Subway Surfers

| BOODJFIMW6 | Minion Rush: Despicable Me Official Game
| BO0O86700CM | Temple Run
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s e R +
| rating | count |
e [ . +
| 4.8235294117647056 | 17 |
| 4.7777777777777777 | 9 |
| 4.875 | 8 |
I 5] 6 |




| BOOKWVZ750 | Angry Birds Epic RPG 5 | 6 |

R R i e R - +

5 rows in set (0.93 sec)

2.8.7 Schema TEE

PRI BB Alter Table EVERIZ X Doris FRAY Schema, Schema TEFEF KIIEBNFANZES| T, AN FE
ENRBIERE Schema BF, X TFRS|IEXMEE, ESERZRS| THRARRERSINTERIE,

2.8.7.1 [RIBNEA

Doris ST 3F ML AYAY Schema Change IR{E: 32 E 4R Schema Change FIEE 4 Schema Change, EAIRIX BIFEIK
MENTIRREMNE M, WITEREMZIFREFE L.

T 3224 Schema Change B 24 Schema Change

RITIRE W (JLFER) TR, IR, RE (RBROBIEE, RS
EERENREE 1IFE RE, TRBEBXHNES

AR ERER D =AUESN SJRER MR AR, LNEHREHIEERTER
RIFERE BIR R=, SHATERRERARLE, TERD]
BREELR 1@h0. MER value 3, 1EC451R, ELXVARCHAR KE {EIRPIRVEUIEEE, BT H. EXIIMINEFSH

2.87.1.1 3224 Schema Change

28 schema Change BIE NS RIBEESHE PR B URE, XLRIFEBEETRIERET, NFEE
RAITEIE, ML REBEXERINDIRIEDN, 22 Schema Change RIFBE BEBEN RHITH, FENH
FEEEEM B ERM, FE Schema Change BLIE:

. 1N IHIFR value B
- EAIA
+ B2 VARCHAR ZIIBYHKE ((UNIQUE 1 DUP 3R Key FIBRSM ),

2.8.7.1.2 EE# schema Change

E 24 Schema Change 7 R EIBIBR NG ES S 551k, XLIRERNE L, BEFEZEB) Doris AY Backend ( BE )
HITEIBAVLPRME AR EFLHLR, EE R Schema Change IRIFIBE IS RITREUBEMIVRAETE, oJgeasZm
ANFENIERR, FTEAZIFZEYR schema Change BOIRIE y HETEES Schema Change, Ebun:

. BB ML
(e BB HEF IR

EERRFERERN—NMESHITHIERR, REESIWRIE ablet HITHEIHR, % tablet J9 B,

RRIBBIEES R FBIEX AR, RIEZRRIER, TRSEIKIE “WE" WK, ENEEREAE, il
HEEIRT S AH tablet |H tablet F1, SEAAERIEFLIRG, |H tablet ZHRMIPR, F tablet FFENILZ,
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2872 fRALEIR

28721 BEEFW

FA P ] BAIBIZSHOW ALTER TABLE COLUMN #5< &% Schema Change fEMHE, SIUAEBYHFIEARITHEZR
RS B9 Schema Change fEMl., = —JR Schema Change fEME REIMLAER, ZGHGSRERSIT, BITNN—4
MMEE, AT :

mysql > SHOW ALTER TABLE COLUMN\G;
kkkkkhkkhkkhkkhkkhkkhkkhkhkkhkkhrkhkkkx 1. row *khkkkkkkhkkhkkkkkhkkhkkhkkhkkhkkkk
JobId: 20021
TableName: tbl1
CreateTime: 2019-08-05 23:03:13
FinishTime: 2019-08-05 23:03:42
IndexName: tbl1
IndexId: 20022
OriginIndexId: 20017
SchemaVersion: 2:792557838
TransactionId: 10023
State: FINISHED
Msg:
Progress: NULL
Timeout: 86400

1 row in set (0.00 sec)

287.22 BUBE
FEVEM AR 79 FINISHED X CANCELLED HIIESL T, BILAIEIE A F a5 S BUE Schema Change {EML :

CANCEL ALTER TABLE COLUMN FROM tbl_name;

2.8.7.3 {ERZM

2.8.7.3.1 {BIRF B

ALTER TABLE [database.]table RENAME COLUMN old_column_name new_column_name;

BB XS ALTER TABLE RENAME,

2.8.73.2 H™HI—75!

. BEWRBYNRIEN value 51, TEIETE agg_type.
. EEEEHEAY (4 DUPLICATE KEY ) SNSRIENN key T, EEIETE KeY XHEF,
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FERSTRARMI

1. BRIEA

CREATE TABLE IF NOT EXISTS example_db.my_table(
coll int,
col2 int,
col3 int,
cold int,
col5 int
) DUPLICATE KEY(col1, col2, col3)
DISTRIBUTED BY RANDOM BUCKETS 10;

2. [ example_db.my_table HY col1 fEaRm—a Key il key_col

ALTER TABLE example_db.my_table ADD COLUMN key_col INT KEY DEFAULT "0" AFTER col1;

3. [a] example_db.my_table B4 cold [FiARAN— value 3l value_col

ALTER TABLE example_db.my_table ADD COLUMN value_col INT DEFAULT "0" AFTER col4;

ERGRAMI

1. BRIED

CREATE TABLE IF NOT EXISTS example_db.my_table(
coll int,
col2 int,
col3 int,
cold int SUM,
col5 varchar(32) REPLACE DEFAULT "abc"
) AGGREGATE KEY(col1, col2, col3)
DISTRIBUTED BY HASH(col1) BUCKETS 10;

2. [ example_db.my_table BY col1 [ I0— Key !l key_col

ALTER TABLE example_db.my_table ADD COLUMN key_col INT DEFAULT "O0" AFTER col1;

3. [a) example_db.my_table B col4 TR I — Value 7!l value_col sum G LR

ALTER TABLE example_db.my_table ADD COLUMN value_col INT SUM DEFAULT "O" AFTER col4;
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28733 RS

- BEWRBUNRIEN value 51, TEIETE agg_type

- REREINRIEM key 5, FEIEE ke XBF
ARERMNIZT!

1. BRIED

CREATE TABLE IF NOT EXISTS example_db.my_table(
coll int,
col2 int,
col3 int,
cold int SUM,
col5 varchar(32) REPLACE DEFAULT "abc"
) AGGREGATE KEY(col1, col2, col3)
DISTRIBUTED BY HASH(col1) BUCKETS 10;

2. [@ example_db.my_tablei/RIIZ 5 (RBEIRA)

ALTER TABLE example_db.my_table
ADD COLUMN (c1 INT DEFAULT "1", c2 FLOAT SUM DEFAULT "0");

2.8.7.34 MRS

- AEEMIBR D X F
« NBEMIBR UNIQUE HY KeY FIl,

M example_db.my_table filfx—%1

1. BRIEA

CREATE TABLE IF NOT EXISTS example_db.my_table(
col1 int,
col2 int,
col3 int,
col4 int SUM,
col5 varchar(32) REPLACE DEFAULT "abc"
) AGGREGATE KEY(col1, col2, col3)
DISTRIBUTED BY HASH(col1) BUCKETS 10;

2. M example_db.my_table fHilffco137

ALTER TABLE example_db.my_table DROP COLUMN col4;
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2.8.7.3.5 {EIRFIEBRIFNFMIE

- BEERWNRER value 5, FEIETE agg_type
- EREEAMNRBIER Key T, BEEIETE Ky FEF

\

REIZCRPIRDZEEY, DIRYE MBI LEISIRIF

XI5 BTN EEMEMZeR
BRIF AT REMEHR (ARPEEEIERERK)

« TINYINT/SMALLINT/INT/BIGINT/LARGEINT/FLOAT/DOUBLE S B! [ TE [ 5B AR F S B4

« TINTINT/SMALLINT/INT/BIGINT/LARGEINT/FLOAT/DOUBLE/DECIMAL &3}, VARCHAR

VARCHAR T HHE R KRIKE

VARCHAR/CHAR 4535 %, DATE (B BISZFF “%Y-%m-%d” , “%y-%m-%d” ,
Y

ANFETUEAET)

DATETIME &3 p}, DATE (REBE - B - H{ER, I40:

FLOAT 45#R% DOUBLE

VARCHAR/CHAR 3& 3R RY TINTINT/SMALLINT/INT/BIGINT/LARGEINT/FLOAT/DOUBLE

“%Y%m%d” ,

« INT 5535p5 DATE (ANR INT EEVBIBAS I ZNEEIREW, FRIEHEBAD)
- [& DATE 5 DATETIME BAYMER BT LASE 3RS, STRING, (B STRING 8

1. BRIES

“%y%m%d” ,

2019-12-09 21:47:05<->2019-12-09)

DATE &3 R} DATETIME BT # Boh4b =, BI90: 2019-12-09 <->2019-12-09 00:00:00)

BRI T L fth25 R

“9%Y/%m/%d,” %y/%m/%d”

CREATE TABLE IF NOT EXISTS example_db.my_table(

colo
col1
col2
col3
col4
col5

int,

int DEFAULT "1",

int,

varchar(32),

int SUM,

varchar(32) REPLACE DEFAULT "abc"

) AGGREGATE KEY(colO, coll, col2, col3)
DISTRIBUTED BY HASH(colO) BUCKETS 10;

2. {824 Key 71 col1 H9ZERY 3 BIGINT, FHEETHE col2 55

ALTER TABLE example_db.my_table
MODIFY COLUMN col1 BIGINT KEY DEFAULT "1" AFTER col2;

T2 TILRIBIY Key PR R Value FIEBE E BT ER Column 52
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2. {4 Base Table f val1 FIERKIKE, & vall JJ (vall VARCHAR(32) REPLACE DEFAULT “abc” )

ALTER TABLE example_db.my_table
MODIFY COLUMN col5 VARCHAR(64) REPLACE DEFAULT "abc";

R REEEIRRE, JIMEMBEMFERERFRM

3. 208 key FIMREANFERHIKE

ALTER TABLE example_db.my_table
MODIFY COLUMN col3 varchar(50) KEY NULL comment 'to 50°';

28736 EHHIF

- FIBYIEEE MK
« Value FTE Key Tl 2[5

1. BRIEA

CREATE TABLE IF NOT EXISTS example_db.my_table(
k1 int DEFAULT "1",

k2 int,

k3 varchar(32),

k4 date,

vl int SUM,

v2 int MAX,

) AGGREGATE KEY(k1, k2, k3, k4)

DISTRIBUTED BY HASH(k1) BUCKETS 10;

2. EFHER example_db.my_table A%

ALTER TABLE example_db.my_table
ORDER BY (k3,k1,k2,k4,v2,v1);

2.8.7.4 PR

.+ —IKRIEF—AY[E] RBEB — Schema Change {E W TEIBT T,

DR IIFISI TR EEE X,

- RRSRPE rerLlAcE HIURE R value 5, MARFEIFMIER Key T,

* Unique RAFEIFIIBR Key 71,

TEFTIEER & 2580 0 SUM BX & REPLACE Y Value FIRY, ZFIMEKIAMEN AL HIEEE SN,
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- ARMERHEEZRERAER, AMUIKINMENEEA TS INRRESEHEE.

- SHZCRPIRELRS, BR Type CAOMNFERERFERIRY EHEEH £,

< EE, BRIRIZIZERLSN, MEEFHI, Nulable B, UREKINMEBEREBREESIZ,
» AFHERE LA, Nullable BHEFIRIAME,

2875 MXERE

28751 FEECE

. alter_table_timeout_second: {EM/EXI\FBETAT[E], 86400 F,

2.8.752 BEFCE

+ alter_tablet_worker_count: 7E BE i FHITAE BUREIRMILIZE, EKiAA 3, WRFBEINHR Schema
Change fEMVEDIERE, TRLEHIBAKIINSHEER e, B SHEREIER]EER S 10 £ /7180, &2
Mg E fth#{E,

+ alter_index_worker_count: £ BE i FHITISEBUIRMEBRSIMLIZN (G SRIRZFHEHERS] ),
iR 3, WMRFEENIR Index Change FEAVETIERE, FIBAEHIBKZXNSHRES e, BT SHILKFZR]
BESS 0 E/EM, MEMIREE,

2.88 BHIE7

£ Doris 1, B3I8FI ( Auto Increment Column ) = —MBIHEMMEE—HNFENINE, ERTHE—THBEMNE
—BUFRIRTF, WER, BHBAFICRE, BIBJsBinEkE—MEENE, BT FiEEHFTHEDR
YE, {EF3 poris BI1E%, s]ARBREUEMME—MER—E, BUHIBEBATRE, BLARNBER, HRESHIEE
BRME, XEEEEIIMANIEZTEE—IFINZSR (AR b F) NERIERE,

2.88.1 IhfE

WFEBEEIBIIAR, Doris MIEHIEEANANUT:

- BENEZ (FUHRR ) : IRBANREAEIEBEI, poris REMFIEFIZIIKIME—E,
- BRI (FIEA) :

- ZfE: poris RRARAEMNIME—EBEREAREFNZE.

- FE{E: APRHIERFAE,

EEAPREMIF=ETEIWIAE BT FIE—,
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2.88.1.1 ME—4
Doris fRIEEIBFIHFERMIVMEEBREE—14, BR:

- (RIEME— M XNERTRALEMBE,
- AFRERE: ooris ARIIESGEFIMITRAFEBESPEENENE—t, XTESHREERE.

28812 BREM
Doris £RY I BIEEBEE REERN, BEE—LEE:
C BEREIRR : BTFMEEMK, FTRESHILEME, BNRIRT S (BE) SNk —RE—ERSNE,

RERETRZEREER,
- JERSE]IFFME : Doris MRIEFEB ANEMBEXRTRHREANIE,

IR EIBET R T HE AR E IR,

2882 iBi%

ZEMABEY, FEMEERCREATE-TABLERY I N AYFRIIAUTO_INCREMENTIB 1, HEFINIEE BIBTEIR1E,
B LA 2 ARATAUTO_INCREMENT (start_value) BRIFEE, SARKRIEE, MEIALIBER 1,

2.8.82.1 Al

1. B —" Dupliciate AR, EH—1 key FI2 BB

CREATE TABLE “demo’. tbl™ (
*id® BIGINT NOT NULL AUTO_INCREMENT,
“value® BIGINT NOT NULL
) ENGINE=OLAP
DUPLICATE KEY( id")
DISTRIBUTED BY HASH( id") BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

),

2. BlIE— pupliciate IREIR, HP—/MNkey FIR BRI, HIRELIRES 100

CREATE TABLE “demo’. tbl" (
“id® BIGINT NOT NULL AUTO_INCREMENT(100),
“value® BIGINT NOT NULL

) ENGINE=OLAP
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DUPLICATE KEY( id")

DISTRIBUTED BY HASH( id™) BUCKETS 10

PROPERTIES (

"replication_allocation" = "tag.location.default: 3"

),

3. I3 — Dupliciate IREUFR, HA—value 72 E1ET!

CREATE TABLE “demo’. tbl™ (
‘uid® BIGINT NOT NULL,
“name’ BIGINT NOT NULL,
“id® BIGINT NOT NULL AUTO_INCREMENT,
“value® BIGINT NOT NULL
) ENGINE=OLAP
DUPLICATE KEY( uid', “name’)
DISTRIBUTED BY HASH( 'uid®) BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

);

4. BIEE— Unique 1REIZR, HP—key 7R BEE7I

CREATE TABLE “demo”. tbl" (
*id® BIGINT NOT NULL AUTO_INCREMENT,
‘name’ varchar(65533) NOT NULL,
“value® int(11) NOT NULL
) ENGINE=OLAP
UNIQUE KEY('id")
DISTRIBUTED BY HASH( id') BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

);

5. BIE— Unique fREIR, HA—4 value 7|2 H1E7

CREATE TABLE “demo’. tbl" (
“text® varchar(65533) NOT NULL,
“id® BIGINT NOT NULL AUTO_INCREMENT,
) ENGINE=OLAP
UNIQUE KEY( text")
DISTRIBUTED BY HASH( text') BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

),
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2.8.8.2.2 LYRFIPRMI

—_

. 1X Duplicate FREUFRFN Unique 1EELRFT U B 2 B8,

. THKRRBREES—IBEIBI,

. BEESIAYZERLMIIR BIGINT Z2HY, HWZIJ NOT NULL,
. BEIFohEEMEBED IR TET o

A W N

2883 {EAAR

28831 LEBEEA

AT =R AHG:

CREATE TABLE “demo’. tbl" (
“id® BIGINT NOT NULL AUTO_INCREMENT,
“name’ varchar(65533) NOT NULL,
‘value® int(11) NOT NULL
) ENGINE=OLAP
UNIQUE KEY('id")
DISTRIBUTED BY HASH( id’) BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

),

R insertinto IR S AFERNEEB BTN, idF|SEEIMEREMIIE,

insert into tbl(name, value) values("Bob", 10), ("Alice", 20), ("Jack", 30);

select * from tbl order by id;

R R R et +
| id | name | value |
Fomm oo Fomm oo Fomm oo +
| 1 | Bob | 10 |
| 2 | Alice | 20 |
| 3 | Jack | 30 |
Fom e oo Fomm e oo Fomm o — +

LUy, {EF stream load AN test.csv BANIEE BIBSid, id9ES#WBoNERE/MAE,

test.csv:

Tom,40
John, 50

curl --location-trusted -u user:passwd -H "columns:name,value" -H "column_separator:," -T ./test.
< csv http://{host}:{port}/api/{db}/tbl/_stream_load
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select * from tbl order by id;

Fom e Fomm oo Fomm oo +
| id | name | value |
e e e +
| 1 | Bob | 10 |
| 2 | Alice | 20 |
| 3 | Jack | 30 |
| 4 | Tom | 40 |
| 5 | John | 50 |
e R it R +

{£R insertinto S ABRHEEBETid, NWIZFIEREFEY nul (ERWEMBNEE R,

insert into tbl(id, name, value) values(null, "Doris", 60), (null, "Nereids", 70);

select * from tbl order by id;

Fom e Fommm oo Fomm oo +
| id | name | value |
. oo S +
| 1 | Bob | 10 |
| 2 | Alice | 20 |
| 3 | Jack | 30 |
| 4 | Tom | 40 |
| 5 | John | 50 |
| 6 | Doris | 60 |
| 7 | Nereids | 70 |
Fomm oo Fomm oo [ S +

2.8832 EERIIEFR

3 — 3K B & B 85IHY merge-on-write Unique RFETTERIFIE AT, MRBEIIZ key 5, BT ERTFIEAE
RAPRRETRIEE key 5, BRIEHHNBRIIVINEZEET], LRESAITHIEENERSTIEIHERE.

CREATE TABLE “demo”. tbl2" (
*id® BIGINT NOT NULL AUTO_INCREMENT,
‘name” varchar(65533) NOT NULL,
‘value® int(11) NOT NULL DEFAULT "0"
) ENGINE=OLAP
UNIQUE KEY( id")
DISTRIBUTED BY HASH( id') BUCKETS 10
PROPERTIES (
"replication_allocation" = "tag.location.default: 3",

"enable_unique_key_merge_on_write" = "true"
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insert into tbl2(id, name, value) values(1, "Bob", 10), (2, "Alice", 20), (3, "Jack", 30);

select * from tbl2 order by id;

Fomm oo Fomm oo Fomm oo +
| id | name | value |
+----- et et +
| 1] Bob | 10 |
| 2 | Alice | 20 |
| 3 | Jack | 30 |
R R et R et +

set enable_unique_key_partial_update=true;
set enable_insert_strict=false;
insert into tbl2(id, name) values(1, "modified"), (4, "added");

select * from tbl2 order by id;

Fom e [ S Fomm e +
| id | name | value |
R R R et +
| 1 | modified | 10 |
| 2 | Alice [ 20 |
| 3 | Jack | 30 |
| 4 | added | 0 |
+ +

HEBIIRIE ey 7B, MRAFRBREBEIINE, HESARFEEHRIBETRETHT. NRAF
BET BB, WZFBERE nul ESWERADEMDINE, FE o BUFRISAE, ARUERSTIERD
EXAAZR.

CREATE TABLE “demo’. tbl3" (
*id® BIGINT NOT NULL,
‘name” varchar(100) NOT NULL,
‘score’ BIGINT NOT NULL,
“aid® BIGINT NOT NULL AUTO_INCREMENT
) ENGINE=OLAP
UNIQUE KEY( id")
DISTRIBUTED BY HASH( id') BUCKETS 1
PROPERTIES (
"replication_allocation" = "tag.location.default: 3",

"enable_unique_key_merge_on_write" = "true"

insert into tbl3(id, name, score) values(1, "Doris", 100), (2, "Nereids", 200), (3, "Bob", 300);
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select * from tbl3 order by id;

R R it R et R +
| id | name | score | aid |
Fomm oo Fomm e Fomm o — [ +
| 1 | Doris | 100 | 0 |
| 2 | Nereids | 200 | 1|
| 3 | Bob | 300 | 2 |
e R it R et Fomm-—- +

set enable_unique_key_partial_update=true;
set enable_insert_strict=false;
insert into tbl3(id, score) values(1, 999), (2, 888);

select * from tbl3 order by id;

R R it e Foem——- +
| id | name | score | aid |
Fomm oo Fomm oo Fomm oo Fomm e oo +
| 1 | Doris | 999 | 0 |
| 2 | Nereids | 888 | 1|
| 3 | Bob | 300 | 2 |
Fomm oo [ S, Fomm oo Fomm e oo +

insert into tbl3(id, aid) values(1, 1000), (3, 500);

select * from tbl3 order by id;

Fom e oo o Fomm e Fomm oo Fomm e oo +
| id | name | score | aid |
R R et R it R +
| 1 | Doris | 999 | 1000 |
| 2 | Nereids | 888 | 1
| 3 | Bob | 300 | 500 |
e R e e +

2884 {FRIFS

2.8.8.4.1 FHIREG

ERAFEGIZRTER bitmap MABRAITRFEMZRA~FH, SIBAPRN—ME—NBRFHE, RE
B E{ERT BASR 1S BB 4T HY bitmap MEEE,

B wv, pv SRR AG, RIRBWTAFITAREFHEBHALIE:

CREATE TABLE “demo’. dwd_dup_tbl" (
‘user_id" varchar(50) NOT NULL,
*dim1° varchar(50) NOT NULL,
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*dim2° varchar(50) NOT NULL,
*dim3" varchar(50) NOT NULL,
“dim4° varchar(50) NOT NULL,
*dim5° varchar(50) NOT NULL,
‘visit_time® DATE NOT NULL
) ENGINE=OLAP
DUPLICATE KEY( user_id")
DISTRIBUTED BY HASH( ‘user_id") BUCKETS 32
PROPERTIES (
"replication_allocation" = "tag.location.default: 3"

),

NAEEIeIZN T FHER

CREATE TABLE “demo’. dictionary_tbl" (
‘user_id" varchar(50) NOT NULL,
“aid® BIGINT NOT NULL AUTO_INCREMENT
) ENGINE=OLAP
UNIQUE KEY( user_id")
DISTRIBUTED BY HASH( ‘user_id") BUCKETS 32
PROPERTIES (
"replication_allocation" = "tag.location.default: 3",
"enable_unique_key_merge_on_write" = "true"

),

BEFERERNuser idSAFHR, BIuser_idF|BIERRIZIRGT

insert into dictionary_tbl(user_id)

select user_id from dwd_dup_tbl group by user_id;

HEFEAM T AN IFEERIERuser_1dSARFHR

insert into dictionary_tbl(user_id)

select dwd_dup_tbl.user_id from dwd_dup_tbl left join dictionary_tbl

on dwd_dup_tbl.user_id = dictionary_tbl.user_id where dwd_dup_tbl.visit_time > '2023-12-10' and
< dictionary_tbl.user_id is NULL;

KPRz S H BT BAfE A flink connector IBEHES A2 doris,
BRi&dim1, dim3, dims@FATR DA EE, BN TRERTFHNREER

CREATE TABLE “demo’. dws_agg tbl™ (
“dim1° varchar(50) NOT NULL,
*dim3" varchar(50) NOT NULL,
*dim5° varchar(50) NOT NULL,
‘user_id_bitmap® BITMAP BITMAP_UNION NOT NULL,
“pv’ BIGINT SUM NOT NULL
) ENGINE=OLAP
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AGGREGATE KEY('dim1', dim3", 'dim5")

DISTRIBUTED BY HASH( dim1') BUCKETS 32

PROPERTIES (

"replication_allocation" = "tag.location.default: 3"

);

BRERESCERTHRERSERK

insert into dws_agg_tbl

select dwd_dup_tbl.dim1, dwd_dup_tbl.dim3, dwd_dup_tbl.dim5, BITMAP_UNION(TO_BITMAP(dictionary_
< tbl.aid)), COUNT(1)

from dwd_dup_tbl INNER JOIN dictionary_tbl on dwd_dup_tbl.user_id = dictionary_tbl.user_id

group by dwd_dup_tbl.dim1, dwd_dup_tbl.dim3, dwd_dup_tbl.dim5;

R ERET u, pv Eif

select dim1, dim3, dim5, bitmap_count(user_id_bitmap) as uv, pv from dws_agg tbl;

28842 BYRHAT

ENHRRPEN, FEEEMHTIRR. RS TUEEER sQL FAY linit, offset + order by HITEIH,
FlINBUN T U SREEH#HITRR:

CREATE TABLE “demo’. records_tbl" (
‘user_id® int(11) NOT NULL COMMENT ™",
‘name’ varchar(26) NOT NULL COMMENT "",
‘address® varchar(41) NOT NULL COMMENT "",
‘city® varchar(11) NOT NULL COMMENT "",
‘nation’ varchar(16) NOT NULL COMMENT "",
‘region’ varchar(13) NOT NULL COMMENT "",
‘phone” varchar(16) NOT NULL COMMENT "",
‘mktsegment® varchar(11) NOT NULL COMMENT "*"

) DUPLICATE KEY (‘user_id", “name’)

DISTRIBUTED BY HASH( ‘user_id") BUCKETS 10

PROPERTIES (

"replication_allocation" = "tag.location.default: 3"

);

BRIZED TR, BIIEMR 100 FHIE, ABAIRENE 1 TIRBUERTLAERIT sq #H1TE:

select * from records_tbl order by user_id, name limit 100;

FRENEE 2 DIRVEIERT AE AR AN T sql EITE

select * from records_tbl order by user_id, name limit 100 offset 100;
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A, SFITRDTIERRT (offset RAR), BMELFHRZFZEMNHBITRY, ZHERAIB LIRS
REAAGFRHITLEHFREBEHITRERIE, XIMAGELEREY. FTLIE TEiﬂﬂ?U AEITHRIE— 1 HE—
8, EEENFPT BT IE R Z 8101 Hunique_valued| BB K{Bmax_value, SRS fEF where unique_value
<> > max_value limit rows_per_page M/ NiBT IR FHIBIFR AL AKENIE, NMESKM LM S
i

MAACA Bl ZR A, BIERFRIN—AEEI AR FE—1T—ME—1RR:

CREATE TABLE “demo’. ‘records_tbl2" (
‘user_id® int(11) NOT NULL COMMENT ™",
‘name” varchar(26) NOT NULL COMMENT "",
‘address” varchar(41) NOT NULL COMMENT "",
‘city® varchar(11) NOT NULL COMMENT "",
‘nation’ varchar(16) NOT NULL COMMENT "",
‘region’ varchar(13) NOT NULL COMMENT "",
‘phone” varchar(16) NOT NULL COMMENT "",
‘mktsegment® varchar(11) NOT NULL COMMENT "",
‘unique_value® BIGINT NOT NULL AUTO_INCREMENT
) DUPLICATE KEY (‘user_id", ‘name’)
DISTRIBUTED BY HASH( ‘user_id") BUCKETS 10
PROPERTIES (

"replication_allocation" = "tag.location.default: 3"

);

ERTIRRTR, SRR 100 FBE, EAWMTHINGKEEE—TIHERIE:

select * from records_tbl2 order by unique_value limit 100;

BT EFIER FIREERPunique_value IR KIE, RiR% 99, MEIAWMTARERSE 2 TIHEUE:

select * from records_tbl2 where unique_value > 99 order by unique_value limit 100;

MRBEREHR—IEETHENAT, WHASEERRENZAIEHIERunique_valuekIRAIERT, 30
REZIREGE 101 TTAE, WaIERMTHAEITER

select user_id, name, address, city, nation, region, phone, mktsegment

from records_tbl2, (select unique_value as max_value from records_tbl2 order by unique_value
< limit 1 offset 9999) as previous_data

where records_tbl2.unique_value > previous_data.max_value

order by unique_value limit 100;

289 AREIER

Il

2891 RIEIES BELA
ATEENBFPTEFMERA, Doris HILEIER L T RIBANERE,
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7 ERFMN EaEs
FESE RAFEEXNETENBIRHG - BEUBRI A T2 FREENRFMED - Bl A thETT
ILERLIRE ] - FRESTERRRIT R, BEE
RS
FiinE HFEMRAT, BRPFREHR—S - IERFIQEURE M ssD iR ANE HoD- ZES R A Ffif
AR TFAEST IR BRAE, TESMEEFMENE
ZiENE HFEHEXT, ERRNITR SR BIRARBI AR SURTF RIS RIFENE HOFs HR - A
77 &0 HoFs 3 — SR BURMSERAS TN - REN —PRANEMSD EE
BfER

BT EARMEI, Doris BERS RIEEIA P HIERE RN, KMEMNREFEMASIITE.

2.8.9.2 ssD #1 HDD EHRTFE

Doris STIFFENEMEE LR (ssp F HOD ) Z[EHITHETFE, ESMNEHXINEE, RIVSABUIRIIERE
&M ssp BT E HoD, XM IUBRHR TIFAERA, NAERKIENIZE LRI TSHEEE.

28921 MERNXEEREFNE
BERENSSXSE, AFPIREML D XFMEESssD £, AR SEEBNTERE Hop L,

- ROX: REERNSKX, AEFHETE s £, RIESEEE.
- RAK: BROVIEINSK, RBSITBE HoD, UUBHRTFMEHE,

BXNEAXNESER, B85 QENS - IEDK,

2.89.2.2 SHEE

dynamic_partition.hot_partition_num

- BERENZS VNP R AIADK, XEDXTFHEE D £, HR7XFAEE HoD L,

o HAIEATIRE dynamic_partition.storage_medium = HDD, BMUILSHASEK,

- NRFMEBIZTRE ssD 1’RE, WZERERSHHXEIZXK,

55 BA :
BRIZHFIEEP 2021-05-20, FHRHAX, SN XEEW T :

dynamic_partition.hot_partition_num = 2
dynamic_partition.start = -3

dynamic_partition.end = 3
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RABMLIRUTAX, FEEEFMENFASENNE:

p20210517: ["2021-05-17", "2021-05-18") storage_medium=HDD storage_cooldown_time=9999-12-31

— 23:59:59

p20210518: ["2021-05-18", "2021-05-19") storage_medium=HDD storage_cooldown_time=9999-12-31
<~ 23:59:59

p20210519: ["2021-05-19", "2021-05-20") storage_medium=SSD storage_cooldown_time=2021-05-21
<> 00:00:00

p20210520: ["2021-05-20", "2021-05-21") storage_medium=SSD storage_cooldown_time=2021-05-22
<~ 00:00:00

p20210521: ["2021-05-21", "2021-05-22") storage_medium=SSD storage_cooldown_time=2021-05-23
< 00:00:00

p20210522: ["2021-05-22", "2021-05-23") storage_medium=SSD storage_cooldown_time=2021-05-24
<~ 00:00:00

p20210523: ["2021-05-23", "2021-05-24") storage_medium=SSD storage_cooldown_time=2021-05-25
< 00:00:00

dynamic_partition.storage_medium

- BENESXBIREFMEN . FIAZ HDD, FIER ssb,

. HiZE 55D B, hot_partition_num BB RBERY, FIBEDKIEGEKIAN ssD FAENFEFEISENATE]
39 9999-12-31 23:59:59,

2.8.9.2.3 7Rl

1. BIB— I EEFER

CREATE TABLE tiered_table (k DATE)
PARTITION BY RANGE(k)()
DISTRIBUTED BY HASH (k) BUCKETS 5
PROPERTIES

(

"dynamic_partition.
"dynamic_partition.
"dynamic_partition.
"dynamic_partition.
"dynamic_partition.
"dynamic_partition.
"dynamic_partition.
"dynamic_partition.

"dynamic_partition.

storage_medium" = "hdd",

enable" = "true",

time_unit" = "DAY",
hot_partition_num" = "2",

end" = "3",

prefix" = "p",

buckets" = "5",
create_history_partition"= "true",

start" = "-3"
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2. WEDXEFMEN R

SHOW PARTITIONS FROM tiered_table;

AN 7 MK, 5/4MEA sso, EERY 2 4MEA HoD,

p20210517: ["2021-05-17", "2021-05-18") storage_medium=HDD
<~ 23:59:59

p20210518: ["2021-05-18", "2021-05-19") storage_medium=HDD
—» 23:59:59

p20210519: ["2021-05-19", "2021-05-20") storage_medium=SSD
<~ 00:00:00

p20210520: ["2021-05-20", "2021-05-21") storage_medium=SSD
< 00:00:00

p20210521: ["2021-05-21", "2021-05-22") storage_medium=SSD
<~ 00:00:00

p20210522: ["2021-05-22", "2021-05-23") storage_medium=SSD
<> 00:00:00

p20210523: ["2021-05-23", "2021-05-24") storage_medium=SSD
<~ 00:00:00

storage_cooldown_time=9999-12-31

storage_cooldown_time=9999-12-31

storage_cooldown_time=2021-05-21

storage_cooldown_time=2021-05-22

storage_cooldown_time=2021-05-23

storage_cooldown_time=2021-05-24

storage_cooldown_time=2021-05-25

2.893 ILIETE(E

2.893.1 HhLA

IR EST I S BRI RSN ERTR A ( BIGIXSRTFAE, HOrs) L.

2.

EREREFENRIERE -1 EIE, BURFIEMRBZRFENRIETEYE, SFEERIDT
ETFER ec (IBIRED ) & S RIARARMRBIETEN..

28932 {EAAZE
AEIBREE 3 FRAFME

E—: GIE s3Resource,

CREATE RESOURCE "remote_s3"

PROPERTIES

(
"type" = "s3",
"s3.endpoint" = "bj.s3.com",
"s3.region" = "bj",
"s3.bucket" = "test-bucket",
"s3.root.path" = "path/to/root",
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"s3.access_key" = "bbb",

"s3.secret_key" = "aaaa",
"s3.connection.maximum" = "50",
"s3.connection.request.timeout" = "3000",
"s3.connection.timeout" = "1000"
);
872 53 RESOURCE HYRTER, 21T S3 IZImAYEEHERE, BARIE RESOURCE BIIEERYIEFf,

FE " LIE STORAGE POLICY,

Z J5 Bl STORAGE POLICY, Bk _E3ZBIZHY RESOURCE:

CREATE STORAGE POLICY test_policy

PROPERTIES(
"storage_resource" = "remote_s3",
"cooldown_ttl" = "1d"

);

F=¥: ERMEF STORAGE POLICY,

CREATE TABLE IF NOT EXISTS create_table_use_created_policy

(

k1 BIGINT,

k2 LARGEINT,

v1 VARCHAR(2048)
)

UNIQUE KEY (k1)
DISTRIBUTED BY HASH (k1) BUCKETS 3

PROPERTIES(
"enable_unique_key_merge_on_write" = "false",
"storage_policy" = "test_policy"

);

7EE UNIQUE FRUNSRIZE T "enable_unique_key_merge_on_write" = "true" B91%, Fi&E{EF
LtEIOEE,

REIBRTEE] HOFS

% —i: BIEE HDFS RESOURCE:
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CREATE RESOURCE "remote_hdfs" PROPERTIES (
"type"="hdfs",
"fs.defaultFS"="fs_host:default_fs_port",
"hadoop.username"="hive",
"hadoop.password"="hive",
"root_path"="/my/root/path",
"dfs.nameservices" = "my_ha",
"dfs.ha.namenodes.my_ha" = "my_namenode1, my_namenode2",
"dfs.namenode.rpc-address.my_ha.my_namenode1" = "nn1_host:rpc_port",
"dfs.namenode.rpc-address.my_ha.my_namenode2" = "nn2_host:rpc_port",
"dfs.client.failover.proxy.provider.my_ha" = "org.apache.hadoop.hdfs.server.namenode.ha.

< ConfiguredFailoverProxyProvider

),

$E T4 : Pl STORAGE POLICY,

CREATE STORAGE POLICY test_policy PROPERTIES (
"storage_resource" = "remote_hdfs",
"cooldown_ttl" = "300"

5=4: {#F STORAGE POLICY BIZEZR,

CREATE TABLE IF NOT EXISTS create_table_use_created_policy (
k1 BIGINT,
k2 LARGEINT,
v1 VARCHAR(2048)

)

UNIQUE KEY(k1)

DISTRIBUTED BY HASH (k1) BUCKETS 3

PROPERTIES(
"enable_unique_key_merge_on_write" = "false",
"storage_policy" = "test_policy"

);

JEE UNIQUE FRUNSRIZRE T "enable_unique_key_merge_on_write" = "true" B91&, FiE{EFR
LEIOEE,

BFERSHNETIZTF(E
BRT FIRRZIFIREITIZFEIS, Doris T2 —NEFTERIRILE PARTITION, 1REILIETE(E,
W—NEEFENR, IREIZFETEME, 1FEITFHY STORAGE PoLICY SR K EX:
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ALTER TABLE create_table_not_have_policy set ("storage_policy" = "test_policy");

W —NETFTERY PARTITION, REILFZTE(E, 1S5 EIRELFHY STORAGE POLICY 5 PARTITON XK EX:

ALTER TABLE create_table_partition MODIFY PARTITION (*) SET("storage_policy"="test_policy");

AR, NRAFTEERINZEEEK Table F1EE 7 Partition F8TE T A~ [E)RY Storage Policy, Partition 1%
E /Y storage policy R 2B, EEIKRAIFTE Partition EF{EFT table BY Policy. INRIEFEZILEAN
Partition B4 Policy FIBIRIANE], M= LAfER £EX I — 4B FEHY Partition, K BX Storage policy
A BN,

BE{Re]AZS2E Docs B FRESOURCE, POLICY, CREATE TABLE, ALTER TABLEZSIZHY,

B2 & compaction

+ BE &#cold_data_compaction_thread_numB] LAI& EMITIZFZIFfiERY Compaction FIFF%, EKIARZ 2.
+ BE &% cold_data_compaction_interval_secPF] LAIR EMITIZIZFZ fifHY Compaction IR [E][B]FE, EXIAZE
1800, Bfii: ), BIFANEL

2.8.9.3.3 [REHI

- AT IREFENRAZEE0,

« ARFHERLRIZFERIEIER, EEU endpoint, bucket, path,

+ Unique IEEVRTEFF S Merge-on-Write $51ERY, NLFHE BILIZ1F1E,

+ Storage policy X¥FBIER, 1EFNMPR, MPRATFZESSRIELERSIAULL storage policy,
. —Bi%E T storage policy Zf5, AREHGHIZE,

28934 AEIEZEIE
55

FH R —: @i show proc’ /backends’ FJUAEFEIE A BE LEZEIITHRAIK/N, RemoteUsedCapacity I, LEFFTURE
BIER,

70" BT show tablets from tableName B] LA & B RAJE A/ tablet 5 FARIITER K\, RemoteDataSize I,
aya S fling
IEFEEAE LRI RE S BN N IE RN EIE:

1. E1% rowset KIBUB BB EB 5 segment LIERLIA,
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2. BB rowset S BEZS BIAIAR—E,

3. Compaction %Eﬁ}ﬁ, ’2"—5 compaction E@ rowset,

RIIREUEH ARSI ENEIEE, BE S #remove_unused_remote_files_interval sec®] LA B IZFEFERINIINE]
BB (el E]FE, BRIARE 21600, EAGI: #, BN e PNNAY,

2.8935 BIRSMHEEMIL

ATRECEREEMNNRFMERRTE, SIATEM cache, R —RERTIZTFMEREIER, Doris R4F
IEFRTFERVERIE INELE! BE IR R MEETE, Cache BUL T4

+ Cache RFRFAET BE AMEEE, NERAREFZEIEL,

« Cache BiEIT LRU BIBRY, ANZFHFTTL,

BE{REEE1ESE (../../lakehouse/data-cache),

2.8.9.3.6 FIlo)gR

1. ERROR 1105 (HY000): errCode = 2, detailMessage = Failed to create repository: connect to s3
< failed: Unable to marshall request to JSON: host must not be null.

53 SDK EXIAfSEFT virtual-hosted style 75, {BERLLEITRFMERLE W: minio) B]BERFF B K& 2 H5F virtual-hosted style
HINAIAE), HEEFFRATET BAZRAN use_path_style SEIRIRHIEF path style I :

CREATE RESOURCE "remote_s3"

PROPERTIES

(
"type" = "s3",
"s3.endpoint" = "bj.s3.com",
"s3.region" = "bj",
"s3.bucket" = "test-bucket",
"s3.root.path" = "path/to/root",
"s3.access_key" = "bbb",
"s3.secret_key" = "aaaa",
"s3.connection.maximum" = "50",
"s3.connection.request.timeout" = "3000",
"s3.connection.timeout™ = "1000",
"use_path_style" = "true"

)i

2. BUULHIN EEX SR ZENTHARIBELAHRN ?

REEIRXSRIENRZE RN ERSHETREFMENRIEER, M TFELLNITREEFMEIRERE
. EEHF cooldown_ttl K21 RIEIR A 7 K, ELERIEFMIBEARER A1t ;
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28.10 1T9ETE

2.8.10.1 1T9LEENA

Doris BIARATIRNTZME, BONIELFME, AR (NRE, TR, HIFF) ARIFmIME, BARE

ZiFMAEENFELS FUEN 0, BRASSHS (Ll seect «), BERMAES, S THES—
R 10 S8 10ps RS, HSRIMFIZHER (LA EES]) ARMEE,
50 TRREEHR 005 WIS, poris 200 AT ALITIER, APrRRMEEABEEE, 58

(tean seLecT *) B—1TRFE K10, EERIIBRSHBRA T HEBRERRE.
TENREREFMEREBMT — MM, XIS NITHIRRE IR R RARRN &GS ITF
fi&,

2.8.102 {ERIEX
FRRATTETRAY PROPERTIES FIEERBHBITRE, WLEIARBITE, 1TEMNEMEL B ITK/ page_size,

1. BEFRBITEF: RN false A

"store_row_column" = "true"

2. WRLESFFB1T1F: G0 "store_row_column” = "true", EKINFTBIHBITE, EEEZETEBNIIHE
177%, 1&E row_store_columns 28 (3.0 ZIFHIIREAE ), A MESHEINNTA

"row_store_columns" = "columni1,column2,column3"

3. {T1% page_size: BRIAJ9 16KB,

"row_store_page_size" = "16384"

page B FEIEEMR/INEIT, page_size B1TTF page IR/, HEIRBIFHIE—ITHEETE— page BV 10, XH

EHAEFMREIFFMEZESAME, ERRER 10 AHBAMEREBIR (ER—K 10 ZLIE— page),
RIREBNFEZERE, REMEEEMIT, BIAME 1ek8 BRZSHIER THHERIIEERE, NREREEH

MEEER] MECERU\IELLYN 48 EEER, WIREREFEZE ] MEEERAKELLI ek BEEE S,

28103 {TEGHERG

TFGPRGIRAEMER, —MESARIRREFTERBRNBEUULERRESERY, 7—HER
TR SELECT * Eif), FEIXAMEREEITIE,

W FERSHARE, BREMEZHE "enable_unique_key_merge_on_write" = "true" ( MOW 3R )
BAKZ "store_row_column" = "true" ( FTBIEKETEPRMEINTF—H, FEKMNMENRS) &
"row_store_columns" = "key,v1,v3,v5,v7" ( RSEFEMEEASL D INBNITER ), EIEAIEHREE where &

HHhEEEMEMNTESEFBE AND, BIUNSELECT * FROM tbl WHERE k1 = 1 AND k2 = 2 S & &Eif
ZR43%) SELECT v1, v2 FROM tbl WHERE k1 = 1 AND k2 = 2, SIRITIERBEETIHY (v1), BREIH
MFIRETER (Gl v2), BLRBENIFEFRERRERNG], ZOIFH v BERTEENR, e
MINTFHREIE (FIFFR page size BR, KBEESMIEMAK ), BT exrLAN A AIARERPERSH L
=mEML, ESRBENERBESESHEARE,
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c WF—MNEFTRIIE, NMREEBEITEIARES DUPLICATE B4 & FF fE"enable_unique_key_merge_
< on_write" = "true" (MOW R ), BAK I "store_row_column" = "true" ( FTBIIESETEREIM
BioNE—10, FRERNENRS ). BRHBEXMIEIG T A P{TFFSELECT * FROM tble [WHERE
- XXXXX] ORDER BY XXX LIMIT N FIESHHIRFIEEBFRH, TEBEMRBERseLect +, BFEE
TOPN BVZERE AL, BiASE 0PN E1HLIL, %ﬁ¢WTMWM%°mELEMMm§EEEﬁ
BFETCH RoW STOREABERZAYFRICEN RTINS RITHF

2.8.104 {EFRHA
TEIFFEIZB— s IR, BEP “keyviv3vsy?” XsHIHBITE, B TaHAREMEEILE page size o

4KB,

CREATE TABLE “tbl_point_query’™ (

k> int(11) NULL,

‘v1® decimal(27, 9) NULL,
‘v2° varchar(30) NULL,
‘v3" varchar(30) NULL,
‘v4' date NULL,

‘v5' datetime NULL,

‘ve® float NULL,

‘v7' datev2 NULL

) ENGINE=OLAP

UNIQUE KEY('k*)

COMMENT 'OLAP'

DISTRIBUTED BY HASH( k') BUCKETS 1
PROPERTIES (

"enable_unique_key_merge_on_write" = "true",
"light_schema_change" = "true",
"row_store_columns" = "k,v1,v3,v5,v7",
"row_store_page_size" = "4096"

);

&Eif1

SELECT k, vi, v3, v5, v7 FROM tbl_point_query WHERE k = 100

explain EIRBRINIZELE SHORT-CIRCUIT AN IIRIE, ESRBNERBESESHARE

o

XAMEF IR T DUPLICATE REAGHITEEREME

CREATE TABLE “tbl_duplicate’ (

k> int(11) NULL,
‘v1' string NULL

) ENGINE=OLAP

DUPLICATE KEY( k")

COMMENT 'OLAP'

DISTRIBUTED BY HASH( k™) BUCKETS 1
PROPERTIES (
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"light_schema_change" = "true",

"store_row_column" = "true",
"row_store_page_size" = "4096"

);

"store_row_column" = "true", ;=WAJIHY

&if 2 (GERE T ToPN BRI AR FERSELECT *)

SELECT * FROM tbl_duplicate WHERE k < 10 ORDER BY k LIMIT 10

explain FIR{EG) N IZ B S FETCH ROW STORE FARZAYFRIE, LASZOPT TWO PHASEFRIZ

2.8.10.5 ;EEEIN

1. ABITFESANFMEZEXEN, FREZEMENNSESREX, —REERRW 281013, B
1R=s 8] 5 AR EE ARSI BURNIR,

2. 1T17HY page_size STFEZ= BRI tL BRI, FICARBRIEAIREMES N row_store_page_size it BT TIH
34

aFo

2.8.11 IR

EHITEZRMIELIEES K, BAE sLEBHRPHZSIMTR, FBESNTRENITEERIGIRTFT LA
R, B MHERNEKE, XMHAAEREEEEuBRANSERE, HREAKENTERE A, FEE
BENR, XNRREZHREGEHAENE, TEFHTEE, HEFERIEARIGENR, HaT poris (XZ1FE
T WITH FAIFITE Yo

ATHRRLERRBI, Dporis 5| A TIRETRINE. IBNRE—MIENFENEAR, EEUTXEEE: 1.5
EHRE: RNRNFETEIREMNRIE (session) F, HEGEARSHAIRIEZBHE, AR IELRA,
Za1EP LI EN IR RS B iR,

2. RERFIM: IR M ERFECIRENRECE R, BEER—EBRE—AF B
A—AEE, BLELRRXEIRRR,

BT 5| AIGETRINEE, Doris NMXEL T E R EUEIE T IZFM IR EIRFMES EIR, T — P18 7 HRIER
EMREENREM,

&iE

S5RREM, IHRFRDITE Internal Catalog IAIFEA Database T BIEE, 1B H T IIEATRE T Session,
ELLEp B ANZME— LR, Eo]LATEARE session FEIREIRIGETR, SEIBSEEMARE
BrlERTER,

UNER[E)— Database PRI FERBRMIGETRFIEIGI R, ENREGRSHRMESR, TiZ
Session N, FTEWERBRMNEIBFIRIEITIGETREN (BREIZMCHLES ),
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2.8.11.1 Fi%

28.11.1.1 BIEIRRR

SMIREMRE AT UM E X HIEETFR, NIERE Unique, Aggregate B\ =2 Duplicate ¥ E!, ®]BATE R 7! sqL H 70
TEMPORARY X2 F Sl7EIGATZE : - CREATE TABLE - CREATE TABLE AS SELECT - CREATE TABLE LIKE
IERRUETEEZEANEBARMER, BRLIR create iBAIYM, HTE pDL & DML BRI E RN TEMPORARY X
B’=,

2.8.11.2 JEEEIN

« IRt ER R BETE Internal Catalog AR BI 2

- JERAT ENGINE WA OLAP

« AZHEHEH Ater IBR)EXIBETR

- BT GRS, AZFHETIRNREIZNEMCAE

- AEFEMIGRR, AZFER R/ Syncjob Bl IRATR

« R’XEZFHE W, stream Load, Broker Load, S3Load, MysqlLoad, Routine Load, Spark Load

- MbRIGESRET, RNEEULEE, BETIRBR

2812 BIEERRRIELK

2.8.12.1 1 IBRIZEY

Doris #IEREE F BB F9=25: DUPLICATE KEY, UNIQUE KEY, AGGREGATE KEY,

ALY
EABFERUERRNMEZMTE, BLFENR. N, ER—NSENRERIEEEE,

1. Duplicateiﬁg1£§gﬁgﬂ"3 Ad-hoc B, RARMELEZFBAMRSHFYE, BERFAZRS
BREMAR, FJUREFEFIFREMNMAE (RIZEEX, MAFTEZIZEFE Key 71 ),

2. Aggregate IREUFTLLBU RS, MAHMFRRSEBNRAFHENKIEENERNTE
B, FRESREERIMNRREEDZR, BERZEEXT count*) BERRARIE, E
REREET value 7l EMNREAN, AHITHMAMNRS SN, FEZBEIERLE
Eﬁlrio

3. Unique fREVET I BEME—FRLRNIZR, JUMRIEERE—MAIR, BEELENAY
AEMREFTRNERNLE, WTREEWEREMUEFIRAF, EEERBE 1.2k
AIMARE & FF LI,

4. NRBIHIIEFHIFRK, FIBAERE:

a. Unique RARY Merge-on-Write =z
b. Aggregate HEHY Y REPLACE_IF NOT NULL BE AT
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2.8.12.1.1 01 DUPLICATE KEY TRAEHY

Insert Data CREATE TABLE tbl_duplicate(
Key Value siteid INT,
ID City PV 1 100 1 old city SMALLINT,
1 100 10 BIGINT
i 1 100 1 New Y
2 100 20 )
\nert _Divide by ‘ 1 ‘ 200 ‘ 2 ‘ old ‘ DUPLICATE KEY(siteid, city)

Primary Keys

DISTRIBUTED BY HASH(siteid) BUCKETS 10;

Original Data 2 100 3 Oid
( Key Value 2 100 3 New INSERT INTO tbl duplicate VALUES
D City PV (10, 100, 1), (10, 100, 1),
T 00 ] 2 [ 200 5 | oW
J (10, 200, 2), (10, 200, 2),
! 200 2 (20, 100, 1), (20, 100, 2);
2 100 3
2 200 5
SELECT * FROM tbl_duplicate;
Duplicate Key Model siteid | city | pv
1 100 1 Old Key Value
" | 10 | 100 | 1
1 100 10 New D City R
] 100 p | 10 | 100 | 1 |
| 1 [ 200 2 | ow | ] 100 o | 01 20 | oz |
—
10 200 2
2 100 3 old 1 200 2 : ' ' '
2 100 3 | 20 | 100 | 1
2 100 20 New
2 100 20 I 20 | 100 | 2 |
{2 | 200 5 | od | 2 200 5

32: DUPLICATE KEY FeA&HY

RIETEHFY, BEB Ky ITAREH,
ERTHRELFRARSHSILS:

- [RIBEIES
- PUBNNFTERIERY B S ek R 28R 534

ERESCHE

-- BIgn F key EEUENIFHEIRN B SEIR ST

CREATE TABLE session_data

(
visitorid SMALLINT,
sessionid BIGINT,
visittime DATETIME,
city CHAR(20),
province CHAR(20),
ip varchar(32),
brower CHAR(20),
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url VARCHAR(1024)
)
DUPLICATE KEY(visitorid, sessionid) -- RFTFIEEHIFS, 1EEH) ey 1TASET
DISTRIBUTED BY HASH(sessionid, visitorid) BUCKETS 10;

2.8.12.1.2 02 AGGREGATE KEY FeAEHY

Insert Data CREATE TABLE tbl_aggregate(
Key Value siteid  INT,
ID City PV 1 100 1 Old city SMALLINT,
1 100 10
1 100 1 New pv BIGINT SUM DEFAULT 'O’
2 100 20
)
T Divide by ‘ ‘ ‘ ‘ ‘
Insert 7Primary Keys 1 200 2 Old AGGREGATE KEY (siteid, city)
5 ] : DISTRIBUTED BY HASH(siteid) BUCKETS 10;
Original Data 00 3 O
2 100 3 New
Key Value INSERT INTO tbl_aggregate VALUES
D City PV
: 00 ; ‘ 2 ‘ 200 ‘ 5 ‘ old ‘ (10, 100, 1), (10, 100, 1),
(10, 200, 2), (10, 200, 2),
1 200 2
2 100 3 (20, 100, 1), (20, 100, 2);
2 200 5
SELECT * FROM tbl_aggregate;
Aggregate Key M |
ggregate Key Mode | siteid | ecity | pv
( 1 100 1+10 W ey Vel
ID City PV | 10 | 100 | 2 |
2 2 ‘
‘ 1 00 1 100 n | 10 | 200 | 4|
‘ 2 100 3+20 ‘ ! 200 2 | 20 | 100 | 3 |
2 100 23
[ e 200 5 ) 2 200 5

33: AGGREGATE KEY FRi& !

AGGREGATE KEY ME[EIRY, FIHICRIFITERES, BaixiEmEarn:

1. sum: KF0, 21T value EITRM,

2. RePLACE: EfX, T—HtEIEPAY value 2B Z FIS NI HITTHAY value,

3. MAX: REBRKIE,

4. MIN: IRE&R/ME,

5. REPLACEIF NOT_NULL: FEZ{EEEHR, FRepLacE IR FITETFIF null B, EE R,
6. HLL_UNION: HLL EBIMFIRRE I, BT HyperLoglog EiER S,

7. BITMAP_UNION: BIMTAP EREMFIMBE AN, HITUENHERS,
BEERRIMS DTS :
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ERESCHE

-- B0 MIERE ST
CREATE TABLE site_visit
(

siteid INT,

city SMALLINT,

username VARCHAR(32),

pv BIGINT  SUM DEFAULT '0' -- PV JRE1TE

)

AGGREGATE KEY(siteid, city, username) -- #H[EAY KEY 1T&&F, IE KEY
— SRR ENRSRIHITRS

DISTRIBUTED BY HASH(siteid) BUCKETS 10;

2.8.12.1.3 03 UNIQUE KEY FRAEHY

UNIQUE KEY ¥[ERY, FicREZIHICR. 7 1.2 lRASZET, UNIQUE KEY SEE_EF0 AGGREGATE KEY BY REPLACE B H
HiE—#, ZEHEXRLEERE, B 1.2 RAEF{TL4 UNIQUE KEY 5| A\ T merge on write SR, ZKMBEEHFIIRS

EifHaE,

BRATEEHRZ KIS

- ITREESH

- SKEHEHICEE S

REESCE

-- BN TTREEESH
CREATE TABLE sales_order
(

orderid BIGINT,

status TINYINT,

username VARCHAR(32),
amount BIGINT DEFAULT 'O

)
UNIQUE KEY(orderid) -- tHERY KEY 1TEE3
DISTRIBUTED BY HASH(orderid) BUCKETS 10;

2.8.122 2 &5
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R BATHEMRBTIENERRIE. BREEZHAERS]:

1. REBMEIZNERRS|, BEERRESIH Zonemap R5|,

2. BPFMEIBMN _RKRZERES|, SBIEEIHEZRS]. bloomfilter 25|, ngram bloomfilter 25|l bitmap
%5,

2.8.12.22.1 01 BB ES|

7E Aggregate, Unique [l Duplicate = FHEUIEIREL R, KEMBUEF(E, BRIRIEBEBEERIBETIT, AGGREGATE KEY,
UNIQUE KEY F1 DUPLICATE KEY 38 E RS THEF771ERY, MaI&ZS|, BEHEIFEM £, S —FiEHE
LTEFISRY, WEEEBIBNRSI AR,

RIRERSIRHIMERS|, NEERMENME key FREMTT, REEBRIEHEN L key FJRETFERSER, ARER
R EREERBHHEN Key B E,

HEFENLY

1. BRAE, IERRRNERIIINE, sEBRAtRESERNE,
EABRNELEE TR, FMA—MRIABE—MEIRES, N T EAEMAERD
FRIRZESIMFIE R FEGHITHERRA, NE LR ERERK, ZMIER, i
B] LB B (LI EISR A A BV IEZES IR FF,
2. FIRZESINE— N FER—ERRFEEINFE, HEFERSENFE:
a PRFELIBEI: XM —MBHMESMLLREN, hREBERANFE, |
EERERFE
b. Int (4) +Int (4) +varchar(50), BIZRZR5|IKERE 28
c. Int (4) +varchar(50)+Int (4), BIRRSIKERE 24
d. varchar(10) + varchar(50) , BIZRZR5[{KE R 30
e. BIRES| (36 i1 ): E—NFEREWMERY, BIKERSIRN varchar EEIFFES,

= B ohE#TE 20 MFERA
f. REANERFRINRENZIFNARSIERTERENMNAERSIE, MRTE, 7]
MBI D RFERE

3. FIRRSIPHFERKERFTEERM, & Doris ABRED 36 MFTEEEMRESI.
4 MRENCEBIBES X AWIHARRS | PEAFRTT, TUEES|IABHERSIN®E,

2.8.12.2.2 02 ZoneMap Z3|

ZoneMap BRI RAEFIFERN L, WE-JENEFHNRSIER, B vinMax, nul BMEFS, ERIEER
B, RIREEEFRFITIRAVFEIRER ZoneMap £ iHE RIEEF R EIETEL
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IS age FERAITILIR, EWRIEAWNT:
SELECT * FROM table WHERE age > 0 and age < 51;

TE& B short Key Index 1B T, SIRIEZMHIEAIF age WEIRFEMYF, FA ZoneMap 5|3 EI N 1ZITHEHY
IR ordinary SEE, RV EFIHERY page BE.

2.8.12.2.3 03 EIHEZRS|

M 200 lRAEFFIE, Doris SZTHFHEIHEERS], FJMARBITXALENENNER, ZEREBRRENFETEE
18], AR BE RN LR R R R R T,

ERfESLE

-- BIERA: FIUREIERHEESECIREME, WTRIERMNIEE
CREATE TABLE table_name

(

columns_difinition,

INDEX idx_namel1(column_name1) USING INVERTED [PROPERTIES("parser" = "english|unicode|chinese")]
<~ [COMMENT 'your comment']

INDEX idx_name2(column_name2) USING INVERTED [PROPERTIES("parser" = "english|unicode|chinese")]
< [COMMENT 'your comment']

INDEX idx_name3(column_name3) USING INVERTED [PROPERTIES("parser" = "chinese", "parser_mode" =
< "fine_grained|coarse_grained")] [COMMENT 'your comment']

INDEX idx_name4(column_name4) USING INVERTED [PROPERTIES("parser" = "english|unicode|chinese",
< "support_phrase" = "true|false")] [COMMENT 'your comment']

INDEX idx_name5(column_name4) USING INVERTED [PROPERTIES("char_filter_type" = "char_replace", "
< char_filter_pattern" = "._"), "char_filter_replacement” = " "] [COMMENT 'your comment']

INDEX idx_name5(column_name4) USING INVERTED [PROPERTIES("char_filter_type" = "char_replace", "
< char_filter_pattern" = "._")] [COMMENT 'your comment']

)
table_properties;

-- ERRA: @XM RXBIALA, #EiT MATCH_ANY MATCH_ALL 5ERY
SELECT * FROM table_name WHERE column_name MATCH_ANY | MATCH_ALL 'keywordl ..."';

HEFELY
1. MRENBERBEES XS HEMEIRES | PEANIFIRT, FIBERSIABRIRSINE,

SEHIALY 1. BIHFRS I E AR RIERE R B R R E PR :
a. Aggregate KEY RIZE: HEER Key FIEES I RIHEZRS,
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— BRI AERTIEIFHIRSI,

b. Unique KEY TRARTEL: FEEHS merge on write #HiE,

c. Duplicate KEY FRiREL: BJLAAERTIEIFEHEERSI,

HERE,

2.8.12.2.4 04 BloomFilter Z35|

Doris iﬁﬁﬁ)t'ﬁﬂﬂﬁ@ﬁfg ttﬁixﬁgiﬁﬁfﬂ-‘\m BloomFilter ?%I y

REEHE

EBEEERRENT LHITHES

AR,

-- BIERRG: EETERRIBEAIAY PROPERTIES EDUL"bloom_filter_columns":"k1,k2,k3"
-- BT ERITYRER saler_id,category_id B3 7T BloomFilter Z&35],
CREATE TABLE IF NOT EXISTS sale_detail_bloom (

)

sale_date date NOT NULL COMMENT "fHEHRT(a]",
customer_id int NOT NULL COMMENT "ZEF4RS",
saler_id int NOT NULL COMMENT "f{HER",

sku_id int NOT NULL COMMENT "FHfRZRS",
category_id int NOT NULL COMMENT "FEmR7ZE",
sale_count int NOT NULL COMMENT "fHE#E"
sale_price DECIMAL(12,2) NOT NULL COMMENT "%{u",
sale_amt DECIMAL(20,2) COMMENT "fHEZEEN"

Duplicate KEY(sale_date, customer_id,saler_id,sku_id,category_id)
DISTRIBUTED BY HASH(saler_id) BUCKETS 10
PROPERTIES (

"bloom_filter_columns

),

n_n

saler_id,category_id"

58 ALY

1. ANZFFT Tinyint, Float, Double ZEBYAYFIEE BloomFilter 2251,

2. BloomFilter 225| A%t in 1 = & JE E 1R B IR ER,

3. BloomFilter B3| M AEBWFRMAR in & =, HFEARSER (5000 AL ) 5 EHE,

a. BE15¢ BloomFilter &P FAERILRT 2

b. BEKBEZIISINHTIE, MEBBRERHRZSE infl=1TIE
c. ANETF Bitmap, BloomFilter i& Fl FEE#15, tbdl userip, ERINREIEEIRELNAIT
£, tkan “HR17 5, WEA Block [LFEESBRFMEEE, S BloomFilter 25|k

=z \\
= X
=2
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d BEERE—FER
e. RUBSMIESXMEIIFISHEERNRFE (=) &), (£ BloomFilter 5| BEMR
RINE

2.8.12.2.5 05 NGram BloomFilter 25|
M 2.0.0 BRZASFFIE, Doris 7 TIEF LIKE BB BIEEE, 1EANT NGram BloomFilter 251,

REESCE

-- BIERAI: REIENTEE
CREATE TABLE “nb_table" (
‘siteid’ int(11) NULL DEFAULT "10" COMMENT "",
‘citycode® smallint(6) NULL COMMENT "",
‘username” varchar(32) NULL DEFAULT "" COMMENT "",
INDEX idx_ngrambf (“username’) USING NGRAM_BF PROPERTIES("gram_size"="3", "bf_size"="256")
< COMMENT 'username ngram_bf index'
) ENGINE=OLAP
AGGREGATE KEY( siteid’, ‘citycode’, ‘username’) COMMENT "OLAP"
DISTRIBUTED BY HASH( "siteid’) BUCKETS 10;

-- PROPERTIES("gram_size"="3", "bf_size"="256"), 7 AIFR/Z gram BINEIF] bloom filter BIFTIEL,
- gran MABRSIRE G RIAR, EEREOAPHEHTHRNKE, bloon filter FHA,
— AJUETNHGE, BERATRMERELT, FIBAM 256 AR TIRIENHEENR.
— SAFHRHRBSHERESIFME RF cost £F,
-- IRBUEELERS, FRHFIUAARETK, NMREZARERS, rIESENFHEREHTIRMR

(% (]

S8 ALY

1. NGram BloomFilter 2 235 505
2. NGram BloomFilter Z25|#[ BloomFilter R5| I BRFXZR, BIE— 1M REEREMmERNHN—

3. NGram K/\H] BloomFilter )7 758, BIARIESEPRIZABME, AR NGram LEIR/Y, BIEA
1E 10 BloomFilter A/

4. (ZRHIA LEHE, MRERMLE, EMREIHEZRS|IEER Nram Bloomfilter

2.8.12.2.6 2.6 Bitmap Z3|

R TILEBIEEE, Doris T F AR LFELRN sitmap 25|, EBEEEHRENI Li#THESBHTE
BiIMGR,

BRfESLE
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- BIRHGI: 7£ bitmap_table E£J9 siteid €I Bitmap 5|
CREATE INDEX [IF NOT EXISTS] bitmap_index_name ON
bitmap_table (siteid)

USING BITMAP COMMENT 'bitmap_siteid';

38 KL LY

1. Bitmap RS |{XTEET EBIE,
2. Bitmap ZR5|BETE N FITE Duplicate, Uniq ZFIBIRELAIFTEFIFN AggregatetBRIAY key 71 E,
3. Bitmap 5| ZIFRIEIELELON T :

* TINYINT
* SMALLINT
* INT

* BIGINT

* CHAR

* VARCHAR
* DATE

* DATETIME
* LARGEINT
» DECIMAL
+ BOOL

4. Bitmap ZR5|{XTE Segment V2 F A, HEIEE index BY, REVEMEEVIGEKINGEIR D V2 1B,
5. Bitmap 5| WIIE—EEHCEIAME, ASHEANRWELREB LG E
a. EATFRELEIT L, ZiNTE 100 &l 100,000 Z[8], 0: B, s, EEEETS
NS EEBEMER RS )EFREME; EEETR, NWTEWEFMEES KKER,
BERRIPZE RPN COUNT, OR, AND B 4EIR(EE H REEHITIGE
b. ZRSIESHEFIEREN

=

2.8.123 3 FERZEAY

Doris 15 ZMFERLRY, FIUNIETHEE srrmar, EMIEE HL, FLEM{E ARRAY/MAP/JSON FIE IMEVERIF. F
FrERFAT )RR,

=

HEFELY

1. VARCHAR

a. TKFERFEH, KETCEN: 165533 FDHKE, DA utrs {EEHEN, ALEEREX
FHE1NFED, IXFAFE3IINFT,
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b. XEBIFE—MRKX, Bl varchar(255) FlI varchar(65533) BIMEBE@ R, X E MR 1EHIEL
BN, MELE—HN, ERNNBRIMHAEINFEEREAESK, BiINERE
5 65533 BN®], BALEAHTFFHBIKERIIE AL,

2. STRING

a TKFEFER, BKiAZiF 1048576 T (1MB), PIIAKZF 2147483643 F 77 (2G), LA
UTF-8 fmiBTZ MR, ELLBERXF/FS 1 MNFT, ANFERFLH3NFN.
b. REERTE value 5, RNEERTE key TR DX 71871,
¢ EAF-EEBRANINXAGFME, —MRUNMREEXFMEKIE, BIER VARCHAR,
STRING ZIFCiEFATE Key SUFN 3 48T, BPRMELEIRAK,
3. BUBEELFEY: REBBEEENNIEIELIER, BB FRKNEER,
4. WEIFEY: REFEIENZE, NRESREE (EVENEE) FX, EEIEHER
datetime(6), BMEIARAZIFEMMER BRI,
5. BIYER JsoN BB LR R BF TR LRF R soN BIBHIERS

2.8.12.4 4 FIERBIE

Data Site City| User | PV

Level 1 - Partition Level 2 - Bucket Creat Table
221 |1
03 00/ Jack | 30 P20200323 0323 | 1 | 100 | Alex | 12 | Bucket 1 CREATE TABLE demo.test_tbl(
0322 1 200/ M 28 Data |Site| City | User | PV date_id DATE,
ary
0322 | 1 | 100 | Jack | 30 0323 | 2 | 200 |Dylan | 66 B site_id INT DEFAULT 10,
0322 2 1100 Tom | 76 0322 | 1 | 200 | Mary | 28 0323 | 2 | 200 |Justin| 66 - city_code  SMALLINT,
0322 | 2 100 | Tom | 76
user_name VARCHA(32) DEFAULT ",
0322 | 3 | 200 | Pet 28 0323 | 3 | 300 |Daniel| 19 | Bucket_3
0322 3 |200| Peter | 28 eter pv BIGINT DEFAULT 0
0323|1100 Alex | 12 )
P20200324 0324 | 1 100 Alex | 28 | Bucket_1 DUPLICATE KEY(date_id, site_id, city_code)
Data |Site| City | User | PV a 4
PARTITION BY RANGE(date_i
0323 2 1200| Dylan | 66 0323 | 1| 100 | Alex | 12 0324 | 2 | 100 | Tom | 65 (amteta
0323 | 2 | 200 | Dylan | 66 os2a| 3 | a0 22 Bucket_2 PARTITION p20200321 VALUES LESS THAN("2020-03-22"),
0323 2 /200 | Justin | 66 Danle‘ PARTITION p20200322 VALUES LESS THAN('"2020-03-23")
0323 | 2 | 200 |Justin| 66 P !
i 0324 | 3 | 200 |Daniel| 86 | Bucket_3 PARTITION p20200323 VALUES LESS THAN("2020-03-24"),
0323| 3 300 Daniel| 19 0323 | 3 | 300 |Daniel] 19
PARTITION p20200324 VALUES LESS THAN("2020-03-25")
0324/ 1 |100| Alex | 28 P20200325 0322 | 1 100 | Jack | 30 | Bucket_1 )
Data |Site| City | User | PV DISTRIBUTED BY HASH(site_id) BUCKETS 10
0324| 2 100 | Tom | 65 0324 | 1 | 100 | Alex | 28 0322 | 1 | 200 | May | 28
Bucket_2
0324 | 2 | 100 | Tom | 65 0322 | 2 | 100 | Tom | 76
0324| 31300 Daniel| 23 0324 | 3 | 300 |Daniel| 23
0324 | 3 | 200 | May | 86 0322 | 3 | 200 |Peter| 28 | Bucket_3

0324| 3 |200| May | 86

34: PIRRENE

BRNBRTEIERERER, R5IMNFREMNERFTIFEIENXDRIIRE.,

ERfESLE

T
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-- BA Unique 1REIHY Merge-on-write FIf

-- Unique fREMERSHIM, SRERVAZTESAENFAMIRIL T, SiRM4HEEERIET duplicate 1EEL
% ’

-- EEERIREXRNIGR LHERSERBERANEIEMRENE,
— LHERERSEHUAREZRRSITRAEHIENEIRT,

-- EREXE
CREATE TABLE IF NOT EXISTS tbl_unique_merge_on_write
(
‘user_id" LARGEINT NOT NULL COMMENT "FHfid",
‘username’ VARCHAR(50) NOT NULL COMMENT "F3FREFf",
‘register_time' DATE COMMENT "FHFiEffsd a]",
“city® VARCHAR(20) COMMENT "FJFBRTEdfH ",
“age’ SMALLINT COMMENT "FHF &4,
“sex’ TINYINT COMMENT "FHF 145",
‘phone’ LARGEINT COMMENT "FJFEEiE",
‘address” VARCHAR(500) COMMENT "FH it
)
UNIQUE KEY( user_id", “username’)
-- 3-56 BIEES
DISTRIBUTED BY HASH( user_id') BUCKETS 10
PROPERTIES (
-- 1E 1.2.0 RAER, ER—NFEY feature, EREHENAXF, FHFPRILLEITARINTEAY property
— RFAE
"enable_unique_key_merge_on_write" = "true"

);

-- HXE

CREATE TABLE IF NOT EXISTS tbl_unique_merge_on_write_p

(
‘user_id" LARGEINT NOT NULL COMMENT "FJf7id",
‘username’ VARCHAR(50) NOT NULL COMMENT "FHFRERf",
‘register_time' DATE COMMENT "FHFEffAS(E]",
“city' VARCHAR(20) COMMENT "FHFFr7Etm ",
“age’ SMALLINT COMMENT "FHF&E#4",
“sex’ TINYINT COMMENT "FHF 145",
“phone” LARGEINT COMMENT "FHFELIE",
“address’ VARCHAR(500) COMMENT "FH itk

)

UNIQUE KEY( user_id", ‘username’, ‘register_time")

PARTITION BY RANGE( register_time') (
PARTITION p00010101_1899 VALUES [('0001-01-01"), ('1900-01-01")),
PARTITION p19000101 VALUES [('1900-01-01"), ('1900-01-02")),
PARTITION p19000102 VALUES [('1900-01-02"), ('1900-01-03")),
PARTITION p19000103 VALUES [('1900-01-03"), ('1900-01-04")),
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PARTITION p19000104_1999 VALUES [('1900-01-04"), ('2000-01-01")),
FROM ("2000-01-01") TO ("2022-01-01") INTERVAL 1 YEAR,
PARTITION p30001231 VALUES [('3000-12-31"), ('3001-01-01")),
PARTITION p99991231 VALUES [('9999-12-31"), (MAXVALUE))
)
-- BKiA 3-56 BUEUE=E
DISTRIBUTED BY HASH( ‘user_id") BUCKETS 10
PROPERTIES (
-- 7£ 1.2.0 RER, ERA—HBY feature, EREHEKIAXF, BFEILLEDRINFERY property
— RFARE
"enable_unique_key_merge_on_write" = "true",
-- TS XBERIERAL, FIFETEJD HOUR, DAY, WEEK, MONTH, YEAR, ZIHIRRIZ/NEL %K. REH %8
— | REFHITHOXEIESMIFR,
"dynamic_partition.time_unit" = "MONTH",
-- IBHXMERRE, AR BIE tire_unit BHEMNARE, UEX (E8/8) HEE,
— PXCCEFELLRR 2D XESWMER (T7L) . WMRANES, WEIAS -2147483648,
— BIARHIRRASE D X,
"dynamic_partition.start" = "-3000",
-- EPXERRE, HIELH. BT time_unit BHENARR, UEHX (BH/A) hEHE,
— RAIEIENRSEER S X,
"dynamic_partition.end" = "10",
-- ISEIEM S X RIS (i),
"dynamic_partition.prefix" = "p",
-- ISEIEM S X N DB E,
"10",

"dynamic_partition.buckets" =

"dynamic_partition.enable" = "true",

-- ISREMSXAMYNARIARE, MIRMES, NEADZREEREENRIETKE 3.
"dynamic_partition.replication_num" = "3",

"replication_num" = "3"

);

-- HXEREF
- EIREIEMHP X EELES dynamic_partition.start, end BAJZ PARTITION BY RANGE FAIREHEIRE
show partitions from tbl_unique_merge_on_write_p;

38 ALY
1. BIBREFFAEEE utrs, FHFERZIF UTFS,
2. REBIRBLTN 3 (RIBERIRLET, BIAA3),

3. B Tablet (Tablet £ = 73 X £ + #8128 » BIA L) MBUIREER EIRB L TR, BRIOR (B
JELER ) HNFEIARTE 16 - 106 HISEEIA:

a. GNIREBA Tablet MIEEIL /N, WHEHREWRTE, BxBEEEENAX,
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b. NRBIBEE T K, WAKTFEIARTE. *5F, BEIE schema Change SkE ML IR

ERMEIRRIRAMN (XEREEMEBILFINE R Tablet ),
4. 52 ERVEIBA AR E 7 X 53 FETRES

a. bucket IR EEIN:

i. RRIIEA Tablet TEAESUEK/NTE 16-106 X (8], wJBALEE BH/NSTE=4,

i. BJRIEGRILER Tablet FEIZFHIE 35 1, RIE—EMHELBEAREZETSH
NS,

b. RBMENXE, BUENRRIEKE, BMNEREBREHESSX, FILIEHBA—
TAREY Bucket (2, REIBIRRIFUBRFREEE (180 X)) HIESE, KIGERAY Bucket
HENIZEZL, BIGEREA Bucket K/IVE 1-106G,

. WHOBFEGHITIMEAIE, S EE R Rt EERFIINEEREE, XHFEERFH
B BUREIFEE S,

d. BUEFEN 4 :

i. IR oAp RIGBEEMEIMNFER, FROBIESBENIZE J rRaNDOM, T F]
BAEE R EE R HEHR BEESARNNNS XHEE, BRXEAELED
Batch FYBUBIGFENLIZEE — > Tablet HHITE A),

i. IRODBENIKIZRE S rANDOM B, EREE R, TERIESEIINE
NN HEER, WRHFTE BRGNS HD XL H @R EHE,
ZiIZEEENRUBERANREE IS ITMAEEEH LN REI,

iii. YN5R OLAP TREYRZ Random Distribution FIZIIE S 7, ABATEHUES ARIBHERT A%
ERSHFEAERIL (45 load_to_single_tablet IRE J true ), IBAERIIEE
HNEANRE, —MESEBRBEANNNASXMERBEA—MNSH, X
BERERESHBEANHALEMESHE, B EHES AT compaction EHHIE 1
Koj#l, {RESEEMIRE M,

e. £ER: BEIEKY, FIUERENKX, ENRRB LERAERAERRG (XNF
ERBUR S AN % ) 2@,

f. BESIR

5. WFEBXREREDXHIE, BRMHELIELLIRDL, B AYE, BEEEMENER,
FEAMT A RNEHIERERFRS X,
WFAELHE, MRBIBEELERNBNFTUCIERAERKX (LLMFESX, BHEX),
BRBRAEHRERIINN X ECIRAE DX AN FU: FROM ("2000-01-01")T0
< ("2022-01-01")INTERVAL 1 YEAR, BER&S=E:

(
PARTITION p00010101_1899 VALUES [('0001-01-01"), ('1900-01-01")),

PARTITION p19000101 VALUES [('1900-01-01"), ('1900-01-02")),

PARTITION p19000104_1999 VALUES [('1900-01-04"), ('2000-01-01")),
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FROM ("2000-01-01") TO ("2022-01-01") INTERVAL 1 YEAR,

PARTITION p30001231 VALUES [('3000-12-31"), ('3001-01-01")),

PARTITION p99991231 VALUES [('9999-12-31"), (MAXVALUE))

6. BRVIICUEITEEBIT 6 1
a. BRYIICUEIRSERME

b. 7£ Ungiue 122 YL MBI REERRE key BEFHEFRIER, TEEMBUIBNRES, EH
Ungiue BRI R S1EEY R Replace

29 BIEEA

291 S AR

Apache Doris IR fit 7 Z M S AR EIENTTE, BRIMERSENSAHTINSMHERRIES A KEE
AR, Apache Doris IREERVBUR S AT TURT A 53 o028 :

- SENBA: NATEFEN HTTP 2 E JoBC SRR B AZIEER! Doris A, ERTHELM D THERRIG
%0
- WA BEIRE (5 98 —IR) B BAE R JDBC INSERT B AR,

- FERRESHEIMRES (KRF 20 HEZHE 1 HHBEAZBIR ) BEIIFTH Group Commit, {# /3 JpBC
INSERT B3 Stream Load § AZIE,

- EHRSTHETZF(ER Stream Load BT HTTP B A EE.
RIXES B AT EIER (U0 Flink, Kafka, SBSIEIREE ) BEIBELNEZAE poris ®RP, EHATEE
S SR IE NG SR,

- BJBA{EFFlink Doris Connector 4§ Flink BYSEBF #0377 B A2l Doris = H,

- B LA{sE A Routine Load X & Doris Kafka Connector 4§ Kafka B9 SEBY #4375 A 2l Doris ™, Routine Load
BNTF, Doris RIAEIESIF kafka FHVEIBHIENFFE A Doris B, BRI csv #l json F8 BV ELIE,
Kafka Connector FFTV F, H Kafka $&EIBE A2 Doris 1, S23F avro, json. csv. protobuf #& T HIELIE,

- BJBAfERFlink CDC B Datax G/ S EUBER coc FUIBRE A2 poris H,

- HESAN: BRIEMINSBEFERE (ONRFAE HOors, A, Nas) HEENNELZ Doris TP, EFA
TSR BUIRES ABER,

- BJLAfEF Broker Load 1 3% SR 7 1i&#0 HOFS FRAIX 4 S A2 Doris AR,
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- BJLA{EFD INSERT INTO SELECT 44 ¥ SR 1F (&, HDFS F NAS R4 E S B AZE| Doris F, BEEJ0B AR
TEA.
- AJLA{SEF stream Load Y& Doris Streamloader 4§ A< 32BN\ Doris 1,

- SNEREUIRIREERY : BIT S IMEREIEIR (U Hive, JDBC, Iceberg ) BUEERL, SCIMXTSMEREIBROE IHFNLR
ﬁj\iﬂﬁg‘r)\ﬂ Doris %‘:F'o

- A BABIE catalog 1 BNIMEREIEIRE DAY BUE, {5 F INSERT INTO SELECT 43NS 4B BRI EUR RIS B
AZl Doris A, EBEj0B FIUREE A,

Doris IBNEAMUEBR—IMRAES, ESHEXNESERRSEES.

2911 BARATVRIEN R

Doris IS AEZSLEIER, BEHI. SALIN HRBELE, WEER. E523/107HHE, ErIAED
FTRIEPRERN T ESAFNESHGRANIFAIIEER,

SABR ERZR EHIX R SAER
Stream Load EARMXEHENRIEFEA csv, json, parquet, orc Eikiz
Broker Load MITRTFHE HOFS FEEA csv, json, parquet, orc g5
INSERT INTO VALUES  i81d jpBC FHEOSA sQL EEz
INSERTINTO SELECT ~ BJLAS AIMNERRJE W RFAE. HOFs FAIXMG  saL EE7
Routine Load M kakfa SEEf S A csv. json =
MySQL Load MARHEIREEA csv kb7
Group Commit SINEESA RIBERANEARRANME -

292 BURE

2921 M
Doris IR A RAMAEIHEIES A :

+ Stream Load

Stream Load 21T HTTP HMSIG A3t S A S B IR S AR Doris 1, Stream Load E—PMREIZEAR N, HITEA
FREISAER, FTUETERIROFIBS ARSI, ZFSA SV, JSON, Parquet 5 ORC FETVHIEIIE.
E 2 XHES%E stream load,

+ streamloader

Streamloader TE R —FRATISEUES A poris BIBREMETREFIR LR, KEET stream Load 353}, 7JLAIR
H2XE, SHASEANEE, BERBUIEESANGERN, F2XHSEstreamloader,

* MySQL Load

Doris F8ZS MysQL BhX, BIUA{EFE MysQL #5EEHY LOAD DATA 1BiZ B ARSI, MysQL Load B—FEIZ S AH
X, PUITEARIREEANER, FBERTFEABTFHAM csv X, ESXEESE Mysql Load,
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2.9.2.1.1 & Stream Load & A
FL: EEPIR

BIEE csv X streamload_example.csv, RABWT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

F2¥: EEPEIER
1E poris BBIER, EFWT:

CREATE TABLE testdb.test_streamload(

user_id BIGINT NOT NULL COMMENT "FHF 1D",
name VARCHAR(20) COMMENT "FHF 43",
age INT COMMENT " FH P &Fiig

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

2 3% {FF stream Load ENEUE
{8 curl 123 Stream Load S A{EAL:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

Stream Load R —MELEARLN, SAGRSERROSGHF,

{
"TxnId": 3,
"Label": "123",
"Comment": "",
"TwoPhaseCommit": "false",
"Status": "Success",
"Message": "OK",
"NumberTotalRows": 10,

"NumberLoadedRows": 10,
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"NumberFilteredRows": 0,
"NumberUnselectedRows": 0,
"LoadBytes": 118,
"LoadTimeMs": 173,
"BeginTxnTimeMs": 1,
"StreamLoadPutTimeMs": 70,
"ReadDataTimeMs": 2,
"WriteDataTimeMs": 48,
"CommitAndPublishTimeMs": 52

Fa¥: RESARE

select count(*) from testdb.test_streamload;

e oo +
| count(*) |
[ +
| 10 |
e +

2.9.2.1.2 {EHH streamloader TES A
F1o: EBHIRE
BIEE csv X4 streamloader_example.csv X4, BERARABTUT

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

B9 EERRIER
£ poris FRIBWMS AR, BEREENT:

CREATE TABLE testdb.test_streamloader(

user_id BIGINT NOT NULL COMMENT "FHF 1D",
name VARCHAR(20) COMMENT "FHF 43",
age INT COMMENT " FH &g

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;
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2345 {EH stream loader TE S AR

doris-streamloader --source_file="streamloader_example.csv" --url="http://localhost:8330" --

< header="column_separator:," --db="testdb" --table="test_streamloader"

XR—MEATLEANAN, EAERSEREROSLAF:

Load Result: {
"Status": "Success",
"TotalRows": 10,
"FailLoadRows": O,
"LoadedRows": 10,
"FilteredRows": O,
"UnselectedRows": 0,
"LoadBytes": 118,
"LoadTimeMs": 623,
"LoadFiles": [

"streamloader_example.csv"

Fag: RESARE

select count(*) from testdb.test_streamloader;

R et +
| count(*) |
[ S, +
| 10 |
R +

2.9.2.1.3 {3 MysQL Load M A EEREE A
F15: EESRUE
BIFE R client_local.csv IS, HFIEURUT :

1,10
2,20
3,30
4,40
5,50
6,60

B8 HEPRIER

TEH1T LOAD DATA AR SR, EEFHEE mysql B,

mysql --local-infile -h <fe_ip> -P <fe_query_port> -u root -D testdb

251




1T MysQL Load, TEEIERBEEERIEE

W

BOEIN:

. TERERE mysql B gAY, WIUER --local-infile iEDN, BNFJEESIRTE.
2. 183d jpBC %1%, FEETE URL FIEERCE allowLoadLocalInfile=true

7E Doris FEIEA TR

CREATE TABLE testdb.t1 (
pk INT,
v1 INT SUM
) AGGREGATE KEY (pk)
DISTRIBUTED BY hash (pk);

34 [FH Mysql Load EAZE
BE$E mysqQL Client f5, SIS AEL, HLUWT:

LOAD DATA LOCAL

INFILE 'client_local.csv'
INTO TABLE testdb.t1
COLUMNS TERMINATED BY ',
LINES TERMINATED BY '\n';

Fay: RESARE

MﬁmmmE METHSAAR, RERSEFSITHEDALA,, MREARITENR, ZRTERF
MiREER.

MTREARINNERER, SRES AT

Query OK, 6 row affected (0.17 sec)
Records: 6 Deleted: 0 Skipped: 0 Warnings: O

2.9.2.2 Kafka
Doris IR LA T UM Kafka S NERHE :

« {%F3 Routine Load jH % Kafka £X1

Doris 181X Routine Load 354%;8 #& Kafka Topic BRI, $R3X Routine Load YEMV 5, Doris RSERTER S AES, 8
%% Kafka EEBEHFE7E Topic BY/EE., Routine Load S2#5F csv 1 jsoN 8T, B & Exactly-Once iIBX, MRREUEAEL
BAREE., EZ{ER1EE%E Routine Load,

« Doris Kafka Connector jH 2t Kafka X3

Doris Kafka Connector ;245 Kafka Z{3E:R S A Doris BIRBREM T B, F P e]i8iT Kafka Connect IR EASTHFT
1835 (90)SON. Avro. Protobuf), FEZFFREMNT Debezium LBEBIEIEIR T, BB 5B 1ESE Doris Kafka Connector,

ERSHEAT, FILAEEGERR Routine Load BHITHIIBE N, TEEMIMEEMGEIC] B2 kafka BB, HEE
HNEL Avro,  Protobuf 1 TVE9EIE, XIEIT Debezium SRERY L HUIEEEUIERT, BTLA{E Doris Kafka Connector,
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2.9.2.2.1 {%HH Routine Load ;& 2% Kafka Z{IE
fEEFABR I
1. XRIEEMRA A csvFljsoN, csv BANNEERR—1T, BITEAESRITH;
2. BRIASZ#F Kafka 0.10.0.0 A ERRA, EHEFERAIBARA (W 0.9.0, 082, 081, 08.0), HIEXNBEKRE, 15
kafka_broker_version_fallback iﬁ%ﬁg%’éﬂ’ﬂlﬂﬁﬂi, g% £ 832 Routine Load IR & property.broker
< .version.fallback, fEFAAIHBRARIEESHE D FIFHELIEFER, MR IEATE]1ZE Kafka 77 X HY

offset,

S N

7E Doris FPif3T CREATE ROUTINE LOAD A5 Bl # 3T Routine Load BAESR, DHBEREAFZEREA, EHE
iRIESE CREATE ROUTINE LOAD,

BREA
Frg: EERE

£ Kafka F, FEAREIREIT:

kafka-console-consumer.sh --bootstrap-server localhost:9092 --topic test-routine-load-csv --from-
< beginning
1,Emily, 25

B9 EERRIER
£ poris FERIBWMSANR, BIEEEZNT:

CREATE TABLE testdb.test_routineload_tbl(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

%344 BIE Routine Load job EAIIBERR

1 Doris A7, {3 CREATE ROUTINE LOAD F5 2 SIS AfE :

CREATE ROUTINE LOAD testdb.example_routine_load_csv ON test_routineload_tbl
COLUMNS TERMINATED BY ",",
COLUMNS (user_id, name, age)
FROM KAFKA(
"kafka_broker_list" = "192.168.88.62:9092",
"kafka_topic" = "test-routine-load-csv",
"property.kafka_default_offsets" = "OFFSET_BEGINNING"

~

e

Fag: RESARE
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select * from test_routineload_tbl;

S S Fomm oo +
| user_id | name | age |
R e R +
| 1 | Emily | 25 |
S S Fomm oo +
BREA

WFEZRNESAZKERMIZR, Kafka FRIBIBUIIERRBER, XA table_name|data, FlE1, &
csv #UERY, &R0 : table_name|valil,val2,val3, &/EE, RBYUWIAE Doris FHIRBTE—H, BUNS
ANBEM, HFEAZFEENTEN column_mapping B &,

Fr¥: EERE

7E Kafka 7, FEARBUEINT :

kafka-console-consumer.sh --bootstrap-server localhost:9092 --topic test-multi-table-load --from-
~— beginning

test_multi_table_load1|1,Emily,25

test_multi_table_load2|2,Benjamin,35

F2¥: EEPEIER
1E poris HBIEMHEAR, BEIREEWNT:

x1:

CREATE TABLE test_multi_table_load1(
user_id BIGINT NOT NULL COMMENT “FHf= 1D",
name VARCHAR(20) COMMENT "HHFi4E&",
age INT COMMENT " FH &g

)

DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

+&2:

CREATE TABLE test_multi_table_load2(
user_id BIGINT NOT NULL COMMENT "FHf/ 1D",
name VARCHAR(20) COMMENT "FHFI4E&",
age INT COMMENT " Fi P EFii4

)

DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

%344 BIE Routine Load job EAIBES R

7E Doris A1, {88F3 CREATE ROUTINE LOAD S BIZZE AfEL :
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CREATE ROUTINE LOAD example_multi_table_load

COLUMNS TERMINATED BY ","

FROM KAFKA(
"kafka_broker_list" = "192.168.88.62:9092",
"kafka_topic" = "test-multi-table-load",
"property.kafka_default_offsets" = "OFFSET_BEGINNING"

);

B4 RESARIE

mysql> select * from test_multi_table_load1;

Fom e R Fomm e oo +
| id | name | age |
e R +------ +
| 1 | Emily | 25 |
Fom e R Fomm e oo +

R e R +
| id | name | age |
Fom e R Fomm oo +
| 2 | Benjamin | 35 |
R e L +
RELZEIALE

BXRHEHINER Kafka BEETT 7%, 1HB M Kafka TEINIE,

2.9.2.2.2 {$H Doris Kafka Connector ;B & Kafka £3/E

Doris Kafka Connector f24& Kafka 2B RS Doris BUEEN T E, B BT Kafka Connect {2 ENZ T F
LB TN (A0 JSON, Avro, Protobuf ), FEZFFHEMT Debezium ARV ENIBIE

A Distributed ¥2 T4, B T/)
Distributed #R22X, 9 Kafka Connect 32 ff o] # R I BN B HINEE, LR T, =ILAERERY group.id BEIZ
MNIE#HE, ellathBERMEr B LIE#IEFPTHREESRMESHMIT.

1. TE $KAFKA_HOME R BIEE plugins B3, 45 T 4T doris-kafka-connector jar BIEIAE A,

2. BEE& config/connect-distributed.properties:

bootstrap.servers=127.0.0.1:9092

#i## {EIX group.id, EI—SEMNFEE—H

group.id=connect-cluster
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#iwg (ECURBIER plugins B3R
wy ER: IEAMBIES Kafka RIERZEETZ, fAIU0: plugin.path=/opt/kafka/plugins
plugin.path=$KAFKA_HOME/plugins

#ait BIVE Kafka BY max.poll.interval.ms BYE[ERE] 30 280 A L, BXIA 5 %
##t# WG Stream Load SABUEHEREN, HESWBLIHZEEEAE
max.poll.interval.ms=1800000

consumer .max.poll.interval.ms=1800000

3. Bof:

$KAFKA_HOME/bin/connect-distributed.sh -daemon $KAFKA_HOME/config/connect-distributed.properties

4. ;H%& Kafka £X3E :

curl -i http://127.0.0.1:8083/connectors -H "Content-Type: application/json" -X POST -d '{

"name" :"test-doris-sink-cluster",

"config":{
"connector.class":"org.apache.doris.kafka.connector.DorisSinkConnector",
"topics":"topic_test",

"doris.topic2table.map": "topic_test:test_kafka_tbl",
"buffer.count.records":"10000",

"buffer.flush.time":"120",

"pbuffer.size.bytes":"5000000",

"doris.urls":"10.10.10.1",

"doris.user":"root",

"doris.password":"",

"doris.http.port":"8030",

"doris.query.port":"9030",

"doris.database":"test_db",
"key.converter":"org.apache.kafka.connect.storage.StringConverter",
"value.converter":"org.apache.kafka.connect.storage.StringConverter"

}
3

}24E Kafka Connect

#### BE connector JRZS

curl -i http://127.0.0.1:8083/connectors/test-doris-sink-cluster/status -X GET
#uut MIFRZAET connector

curl -i http://127.0.0.1:8083/connectors/test-doris-sink-cluster -X DELETE
#au#t E{EHE] connector

curl -i http://127.0.0.1:8083/connectors/test-doris-sink-cluster/pause -X PUT
#### BB AT connector
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curl -i http://127.0.0.1:8083/connectors/test-doris-sink-cluster/resume -X PUT
#### BEJ3 connector AT tasks
curl -i http://127.0.0.1:8083/connectors/test-doris-sink-cluster/tasks/0/restart -X POST

X F pistributed R T AI T B 1E S UL Distributed Workers,

REEERE

1. SARERER:

7E Kafka B, FEARIBUEINT :

kafka-console-consumer.sh --bootstrap-server localhost:9092 --topic test-data-topic --from-
<> beginning
{"user_id":1,"name" :"Emily", "age":25}
{"user_id":2,"name":"Benjamin", "age":35}
{"user_id":3,"name":"0Olivia","age":28}
{"user_id":4,"name":"Alexander","age":60}
{"user_id":5,"name":"Ava","age":17}
{"user_id":6,"name":"William",b "age":69}
{"user_id":7,"name":"Sophia", "age":32}
{"user_id":8,"name":"James", "age":64}
{"user_id":9,"name":"Emma", "age":37}

{"user_1d":10,"name":"Liam","age" :64}

2. SIREESANR:

£ poris FERIBWMSANR, BEEEZNT:

CREATE TABLE test_db.test_kafka_connector_tbl(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 12;

3. RIS AES:

TEER2E Kafka Connect FIML2E £, BT curl S L IRRUMTFEANES:

curl -i http://127.0.0.1:8083/connectors -H "Content-Type: application/json" -X POST -d '{
"name":"test-doris-sink-cluster",
"config":{
"connector.class":"org.apache.doris.kafka.connector.DorisSinkConnector",

"tasks.max":"10",
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"topics":"test-data-topic",
"doris.topic2table.map": "test-data-topic:test_kafka_connector_tbl",
"puffer.count.records":"10000",
"buffer.flush.time":"120",
"buffer.size.bytes":"5000000",
"doris.urls":"10.10.10.1",
"doris.user":"root",
"doris.password":"",
"doris.http.port":"8030",
"doris.query.port":"9030",
"doris.database":"test_db",
"key.converter":"org.apache.kafka.connect.storage.StringConverter",
"value.converter":"org.apache.kafka.connect.storage.StringConverter"
}
3

;B 2% Debezium ZB{4 SR ERVEUE

1. MysQL BUBEFR BT R:

CREATE TABLE test.test_user (
user_id int NOT NULL ,
name varchar(20),
age int,
PRIMARY KEY (user_id)
) ENGINE=InnoDB DEFAULT CHARSET=utf8mb4 COLLATE=utf8mb4_0900_ai_ci;

insert into test.test_user values(1,'zhangsan',620);
insert into test.test_user values(2,'lisi',21);

insert into test.test_user values(3, 'wangwu',22);

2. 1E Doris BIEHE AR

CREATE TABLE test_db.test_user(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
UNIQUE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 12;

3. EBZE Debezium connector for MySQL B4, £%: Debezium connector for MySQL,

4. BIE doris-kafka-connector S NES:
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{BR1%31833 Debezium REEZIAT MysQL TREIBTE mysql_debezium. test.test_user Topic F7:

curl -i http://127.0.0.1:8083/connectors -H "Content-Type: application/json"™ -X POST -d '{

"name":"test-debezium-doris-sink",

"config":{
"connector.class":"org.apache.doris.kafka.connector.DorisSinkConnector",
"tasks.max":"10",

"topics":"mysql_debezium.test.test_user",

"doris.topic2table.map": "mysql_debezium.test.test_user:test_user",

"pbuffer.count.records":"10000",

"buffer.flush.time":"120",

"buffer.size.bytes":"5000000",

"doris.urls":"10.10.10.1",

"doris.user":"root",

"doris.password":"",

"doris.http.port":"8030",

"doris.query.port":"9030",

"doris.database":"test_db",

"converter.mode":"debezium_ingestion",

"enable.delete":"true",

"key.converter":"org.apache.kafka.connect. json.JsonConverter",

"value.converter":"org.apache.kafka.connect.json.JsonConverter"
}

3

H%& AvrO AL IR TN

curl -i http://127.0.0.1:8083/connectors -H "Content-Type: application/json" -X POST -d '{

"name" :"doris-avro-test",

"config":{
"connector.class":"org.apache.doris.kafka.connector.DorisSinkConnector",
"topics":"avro_topic",

"tasks.max":"10",

"doris.topic2table.map": "avro_topic:avro_tab",
"buffer.count.records":"100000",
"puffer.flush.time":"120",
"pbuffer.size.bytes":"10000000",
"doris.urls":"10.10.10.1",

"doris.user":"root",

"doris.password":"",

"doris.http.port":"8030",
"doris.query.port":"9030",
"doris.database":"test",
"load.model":"stream_load",
"key.converter":"io.confluent.connect.avro.AvroConverter",

"key.converter.schema.registry.url":"http://127.0.0.1:8081",
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"value.converter":"io.confluent.connect.avro.AvroConverter",
"value.converter.schema.registry.url":"http://127.0.0.1:8081"
}
'

;B 2R Protobuf FBRFIMLIB TN EUE

curl -i http://127.0.0.1:8083/connectors -H "Content-Type: application/json™ -X POST -d '{

"name":"doris-protobuf-test",

"config":{
"connector.class":"org.apache.doris.kafka.connector.DorisSinkConnector",
"topics":"proto_topic",

"tasks.max":"10",

"doris.topic2table.map": "proto_topic:proto_tab",
"buffer.count.records":"100000",

"buffer.flush.time":"120",

"pbuffer.size.bytes":"10000000",

"doris.urls":"10.10.10.1",

"doris.user":"root",

"doris.password":"",

"doris.http.port":"8030",

"doris.query.port":"9030",

"doris.database":"test",

"load.model" :"stream_load",
"key.converter":"io.confluent.connect.protobuf.ProtobufConverter",
"key.converter.schema.registry.url":"http://127.0.0.1:8081",
"value.converter":"io.confluent.connect.protobuf.ProtobufConverter",

"value.converter.schema.registry.url":"http://127.0.0.1:8081"

2.9.2.3 Flink

{55 F8 Flink Doris Connector B] LASEEY B4 Flink FP=ERYELHE (U0 Flink 128X Kafka, MysQL FRRYERHE ) S AZ! Doris H,

29.23.1 {EAFRFI
T EMRHHE P ERE R Flink 5E8%,

2.9.23.2 {EH Flink EABUE
5 Flink SABUE, 1F4 2 B9 LASE Flink-Doris-Connector, fEA N T BA, BRWAETL Flink BIZS AN BUE,
145 pIER

CREATE TABLE “students’ (
*id® INT NULL,
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‘name’ VARCHAR(256) NULL,
“age’ INT NULL
) ENGINE=OLAP
UNIQUE KEY( id")
COMMENT 'OLAP'
DISTRIBUTED BY HASH( id') BUCKETS 1
PROPERTIES (
"replication_allocation" = "tag.location.default: 1"

);

$24: EA Rk AR

1517 bin/sql-client.sh ¥TFF FlinksQL BI¥EHI&

CREATE TABLE student_sink (

id INT,

name STRING,

age INT

)

WITH (
'connector' = 'doris',
'fenodes' = '10.16.10.6:28737",
"table.identifier' = 'test.students',
'username' = 'root',
'password' = '"',
'sink.label-prefix' = 'doris_label"

);

INSERT INTO student_sink values(1,'zhangsan',123)

F3¥: RESARE

select * from test.students;

. oo Fomm e +
| id | name | age |
+------ Fom e - Foem-—- +
| 1 | zhangsan | 123 |
R i oo +
2.9.2.4 HDFS

Doris 2t F XM HOFs EANX M : - 8 HDFS Load 4§ HDFS X E AR Doris 1, XBR—MNETHEAS T,
-{EHA TVF 45 HDFSs XIEE AR Doris B, XE—PMEEHEAGR.

2.9.2.4.1 & HDFS Load A
{5 F8 HDFS Load S A\ HDFs LRI, 1E45 FRFTLASE Broker Load Fift
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Fo: EERIE

Bl csv XXt hdfsload_example.csv NAETFAETE HOFS & y HRBFWNTF:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

2% 7 poris FEIER

CREATE TABLE test_hdfsload(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

534 : {5 HDFS Load S AR

LOAD LABEL hdfs_load_2022_04_01

(
DATA INFILE("hdfs://127.0.0.1:8020/tmp/hdfsload_example.csv")
INTO TABLE test_hdfsload
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
with HDFS
(
"fs.defaultFS" = "hdfs://127.0.0.1:8020",
"hadoop.username" = "user"
)
PROPERTIES
(
"timeout" = "3600"
)i

Fad: RESARE

SELECT * FROM test_hdfsload;

262




FR:

mysql> select * from test_hdfsload;

R R il R i +
| user_id | name | age |
Fommm e Fomm e oo Fomm e +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia [ 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R et el R i +

10 rows in set (0.04 sec)

29242 ERHTVFEA

Fo: EERIE

BIE csv S hdfsload_example.csv A TEAETE HOFs £, ERBWT:

1,Emily, 25
2,Benjamin, 35
3,0livia, 28
4,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

524 1E Doris FEIER

CREATE TABLE test_hdfsload(

user_id BIGINT
name VARCHAR(20)
age INT

)
DUPLICATE KEY(user_id)

NOT NULL COMMENT "user id",
COMMENT "name",
COMMENT "age"

DISTRIBUTED BY HASH(user_id) BUCKETS 10;

$F34: EATVFEANE
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INSERT INTO test_hdfsload

SELECT * FROM hdfs (
"uri" = "hdfs://127.0.0.1:8020/tmp/hdfsload_example.csv",
"fs.defaultFS" = "hdfs://127.0.0.1:8020",
"hadoop.username" = "doris",
"format" = "csv",
"csv_schema" = "user_id:int;name:string;age:int"

),

Fay: RESARE

SELECT * FROM test_hdfsload;

ZER:

mysql> select * from test_hdfsload;
R R L i +
| user_id | name | age |
o - - R il R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
Fomm oo Fomm e Fomm e +

10 rows in set (0.04 sec)

2.9.2.5 Amazon S3

Doris =ML FF A NI AWS 53 AN - {EFH 53 Load 45 53 XESZ A ZF Doris 1, X2—
fER TVEYE s3 XEEAZ Doris 1, XE2—NMEEMEAAR,

2.9.2.5.1 {EH s3Load & A
fEFH 53 Load AR EME LI, 1£405 18R] AS3E Broker Load Ffift
B4 HEESBUE

Bl csv S s3load_example.csv XEFEfETE s3 £, HATWT:

1,Emily, 25
2,Benjamin, 35
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3,0livia, 28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 1E Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

B35 (£ s3Load BEAUE

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "S3",
"s3.endpoint" = "s3.us-west-2.amazonaws.com",
"s3.region" = "us-west-2",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
"timeout" = "3600"
)i

Fa¥: RESARE

SELECT * FROM test_s3load;

GER
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mysql> select * from test_s3load;

e - R e R +
| user_id | name | age |
R R e Fomm +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
o - - R Foe---- +

10 rows in set (0.04 sec)

29252 EHTVFEA
F15: EESBUE

QUE csv 3‘(1’—‘(— s3load_example.csv SZ{fFﬁﬁﬁ?:E s3 y EW@QH—F

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 1E Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

35 ERHTVFEANIE
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INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"s3.endpoint" = "s3.us-west-2.amazonaws.com",
"s3.region" = "us-west-2",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
);

Fay: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
e - R e R +
| user_id | name | age |
R R e Fomm +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
o - - R Foe---- +

10 rows in set (0.04 sec)

Doris 137 FFAWS Assume RolefY75ZN{FFH S3 Load F TVF I5E&EAWS SR

2.9.2.6 Google Cloud Storage

Doris JR TN 7T 0 M Google Cloud Storage A& : - 8EF8 53 Load 4§ Google Cloud Storage X145 A El Doris 1, iX
2 IMEEMEARN. - ER TVF 13 Google Cloud Storage XS AZl Doris 1, XR—MEIZHEAF N,

2.9.26.1 fEF s3Load A

fEFH 53 Load S AINREME LI, 1£405 18R] AS3E Broker Load Ffift
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Fo: EERIE

BIEE csv S s3load_example.csv S TFEAETE Google Cloud Storage =, ERBIUT :

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

524 1E Doris FEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

E 3% (FH s3Load BEAIE

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "GCP",
"s3.endpoint" = "storage.us-west2.rep.googleapis.com",
"s3.region" = "US-WEST2",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
"timeout" = "3600"
)i
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Fa¥: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
[ R Fommmm o +
| user_id | name | age |
R e L i +
| | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R Foem--- +

10 rows in set (0.04 sec)

29262 ERHTVFEA
F15: ESBUE

BIE csv X s3load_example.csv XFFFAIETE Google Cloud Storage £, HABEWT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
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DISTRIBUTED BY HASH(user_id) BUCKETS 10;

Fa3p: EHTVFEAMIE

INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "GCP",
"s3.endpoint" = "storage.us-west2.rep.googleapis.com",
"s3.region" = "US-WEST2",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
)i

B4 RESARIE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R e L i +
| user_id | name | age |
R R R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R L i +

10 rows in set (0.04 sec)

2.9.2.7 Azure Storage

Doris 12 FN 7T UM Azure Storage BN : - {8 53 Load 15 Azure Storage XIS AR Doris B, X2— MRS
FEAFR. -{EA TVF 15 Azure Storage XS AZE Doris 7, X2— M EITHIEALR.
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29271 {EF s3Load & A
{50 S3 Load AN RTEE LRI, F45 BRI LASE Broker Load Fift
F1o: EBHIE

B csv X s3load_example.csv S HFTFAIETE Azure Storage £, EAFWT:

1,Emily, 25
2,Benjamin, 35
3,0livia, 28
4,Alexander,60
5,Ava, 17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

$E 3% M s3L0ad EARIE

Caution Azure Storage ZRIAE K HTTPS fgﬁﬁ. WNREFERKFEER SELSEH: EBFE, ®

ZTE Doris be . conf FI1&E s3_client_http_scheme = https A BELE & 1/410] Azure Storage,
Azure S3 properties Y s3.region 8] LAB IS,

LOAD LABEL s3_load_2022_04_01
(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
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"provider" = "AZURE",

"s3.endpoint" = "StorageAccountA.blob.core.windows.net",
"s3.region" = "westus3",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
"timeout" = "3600"
)i

Fay: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R e L i +
| user_id | name | age |
R R R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R L i +

10 rows in set (0.04 sec)

29272 EBHTVFEA
B4 HEESBUE

B csv X1 s3load_example.csv AFTFAETE Azure Storage £, HABW T :

1,Emily, 25
2,Benjamin, 35
3,01ivia,28
4,Alexander,60
5,Ava, 17
6,William, 69
7,Sophia, 32
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8,James, 64
9,Emma, 37
10,Liam, 64

2B 245 TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

B35 FRHTVFEARIE

Caution Azure Storage BAIAZE K HTTPs (B4, WNMEFHEKFEER TEX2EH: EB8AH. ©»
ZTE Doris be . conf FI1&E s3_client_http_scheme = https A BELE & 1/410] Azure Storage,

Azure S3 properties Y s3.region 5] LAB B,

INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "AZURE",
"s3.endpoint" = "StorageAccountA.blob.core.windows.net",
"s3.region" = "westus3",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
)i

Fay: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R R el e +

| user_id | name | age |
Fomm oo - R o mm o +
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| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R Femm - +

10 rows in set (0.04 sec)

2.9.2.8 PIEBZ 0ss

Doris IRt FFH A X MFIE = 0ss EAXE: - {EH 53 Load 4EFIE T 05s XEZ AR Doris 1, XR2—

EANAR, -ERTVFIERIEZ 05s XEHEZAZ Doris B, XR—IMEIZHEAS,

29281 fEF S3Load A

{9 3 Load AN RTFE LHIXH, FHLZIRETEASE Broker Load Ffift
Fw: EEHIE

BUE csv X4 s3load_example.csv XA TFEFEFIEZ oss £, ERABMT:

1,Emily, 25
2,Benjamin, 35
3,01ivia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

28245 TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;
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B34 (£ s3Load BEALUE

EERIE Z 05s 2 MFIAMEY endpoint B AR, WNEIRSZEZS 05s 7R — region T, X
{E A MAY endpoint H%1%,

. P@ﬁﬂendpohﬂ: oss-cn-hangzhou-internal.aliyuncs.com

« /M endpoint: oss-cn-hangzhou.aliyuncs.com

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "0SS",
"s3.endpoint" = "oss-cn-hangzhou.aliyuncs.com",
"s3.region" = "oss-cn-hangzhou",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
"timeout" = "3600"
);

Fay: RESARE

SELECT * FROM test_s3load;

ER:

mysql> select * from test_s3load;
R R Femm - +

| user_id | name | age |
e - R e R +

| 5 | Ava | 17 |

| 10 | Liam | 64 |

| 7 | Sophia | 32 |

| | Emma | 37 |

| 1 | Emily | 25 |
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| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
Fomm oo Fomm e Fomm e +

10 rows in set (0.04 sec)

29282 ERHTVFEA
B4 HEESBUE

BIEE csv XM s3load_example.csv XIFTFMEEME = 0ss £, ERBFWF:

1,Emily, 25
2,Benjamin, 35
3,01ivia,28

4 ,Alexander, 60
5,Ava,17
6,William,69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

28245 TE Doris HRIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)

DISTRIBUTED BY HASH(user_id) BUCKETS 10;

F34: ERATVFEAIE

EBFE T 0ss 2MFIAMAY endpoint B ANERY, WNRARSSEES 0SS TER—1N region T, N
fEEFR MM endpoint ki,

. Pﬁﬁﬂendpo"ﬁ: oss-cn-hangzhou-internal.aliyuncs.com

+ /2 endpoint: oss-cn-hangzhou.aliyuncs.com
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INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "0SS",
"s3.endpoint" = "oss-cn-hangzhou.aliyuncs.com",
"s3.region" = "oss-cn-hangzhou",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
);

Fad: RESARIE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R R e R i +
| user_id | name | age |
R R Foem--- +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R Femm - +

10 rows in set (0.04 sec)

2929 15T 0BS

Doris IREFFH A RN E AT 0Bs AN : - {FH 53 Load 48 %E T 0Bs XIFS AZ| Doris H, iX2—
EANAR. -EATVFIEERT 0Bs XIEF AR Doris 1, XR—MEFSHEAF.

2.9.29.1 {FH s3Lload EA
88 S3 Load AN RTEE LRI, T BRI LASE Broker Load Fift
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Fo: EERIE

BUEE csv X s3load_example.csv X FFfETEE AT 0Bs £, ERATWNT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

524 1E Doris FEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

E 3% (FH s3Load BEAIE

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "OBS",
"s3.endpoint" = "obs.cn-north-1.myhuaweicloud.com",
"s3.region" = "cn-north-1",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
"timeout" = "3600"
)i
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Fa¥: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
[ R Fommmm o +
| user_id | name | age |
R e L i +
| | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R Foem--- +

10 rows in set (0.04 sec)

29292 EHTVFEA
F15: ESBUE

BIEE csv X1 s3load_example.csv X{FTFEEE = oBs £, HRBEWTF:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
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DISTRIBUTED BY HASH(user_id) BUCKETS 10;

Fa3p: EHTVFEAMIE

INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "OBS",
"s3.endpoint" = "obs.cn-north-1.myhuaweicloud.com",
"s3.region" = "cn-north-1",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
);

B4 RESARIE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R e L i +
| user_id | name | age |
R R R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R L i +

10 rows in set (0.04 sec)

29210 BBl cos

Doris IR{EEFH XN MBIR T cos EAXMEF: - 5 53 Load MBI = cos XHFFAZ poris F, XR—IMNREEH
SEANAR. -ERAVFIEBIRET cos XES AR doris 7, XR—MNEFHEATLI.
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2.9.2.10.1 {EH s3Load EA

{1 53 Load S AN RIFE LAV, 1¥405 IR BT BAS3E Broker Load Fift
F15: EEHIE

B csv X s3load_example.csv X7 EFERB T cos £, HRBWT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28

4 ,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

2 2% TE Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

B34 (£ s3Load EAIUE

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "COS",
"s3.endpoint" = "cos.ap-beijing.myqcloud.com",
"s3.region" = "ap-beijing",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>"
)
PROPERTIES
(
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"timeout" = "3600"
),

Fad: RESARIE

SELECT * FROM test_s3load;

#ZR:

mysql> select * from test_s3load;
R R el e +
| user_id | name | age |
Fomm oo - R o mm o +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R e L i +

10 rows in set (0.04 sec)

2.9.2.102 fERATVFEA
T ESEE

BIEE csv X4 s3load_example.csv X FMEEBT = cos £, ERBUT:

1,Emily, 25
2,Benjamin, 35
3,01ivia,28
4,Alexander,60
5,Ava, 17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

28245 TE Doris FEIER

CREATE TABLE test_s3load(
user_id BIGINT NOT NULL COMMENT "user id",

282




name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"
)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

S35 ERATVFEARE

INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "COS",
"s3.endpoint" = "cos.ap-beijing.myqcloud.com",
"s3.region" = "ap-beijing",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int"
)i

Fad: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R R L i +
| user_id | name | age |
o - - R il R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
Fomm oo Fomm e Fomm e +

10 rows in set (0.04 sec)
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2.9.2.11 MinIO

Doris IR VM Minlo B : - £ 53 Load 1§ Minio X4 Z A2 Doris FF, X

-6 TvF 48 Min1o XIS AR Doris 1, XR—MEIZHIEAF R,

2.9.2.11.1 {#FH s3 Load A
{8 s3 Load grAiﬁ?Rﬁ{lﬁtE{Jy{tF, 1405 38 7] LAS 2 Broker Load =i}
T ESEE

BIE csv S s3load_example.csv SEFTEAETE Minlo =, ERBWT:

/I\E.

RLHEARN,

1,Emily, 25
2,Benjamin, 35
3,0livia, 28
4,Alexander,60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

524 1E Doris FEIEER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

3% (£ s3Load S AR

ERMREERMERERE T Minio FEREA 1S, MFEZETE endpoint F1F & HIBRRAZR

http://,

* "s3.endpoint" = "http://localhost:9000"

3 SDK 2RiA{# A virtual-hosted style 77T, 1B MinIo ERIA ;& FF /B virtual-hosted style T TVAYIAIE], It

B FRA 1T AR IO use_path_style SR FIEER path style 75T,

* "use_path_style" = "true"
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LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)
)
WITH S3
(
"provider" = "S3",
"s3.endpoint" = "play.min.10:9000",
"s3.region" = "us-east-1",
"s3.access_key" = "myminioadmin",
"s3.secret_key" = "minio-secret-key-change-me",
"use_path_style" = "true"
)
PROPERTIES
(
"timeout" = "3600"
)i

Fa¥: RESARE

SELECT * FROM test_s3load;

ZFR:

mysql> select * from test_s3load;
Fomm oo Fomm e Fomm e +
| user_id | name | age |
R R Foe---- +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William [ 69 |
| 8 | James | 64 |
Fomm e Fomm oo Fomm e +

10 rows in set (0.04 sec)
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292112 ERATVFEA
F1d: EZEE

Bl csv Xt s3load_example.csv NAETZAETE minio L ’ HERAFWNT:

1,Emily, 25
2,Benjamin, 35
3,01ivia,28

4 ,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

2245 1E Doris HEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

$F3F: ERATVFEANIE

ERMREERMEREBE T Minio FEREA 1L, MFEZETE endpoint F1F & HIBRRAZR
http://,

* "s3.endpoint" = "http://localhost:9000"

53 SDK ZRiA{E A virtual-hosted style 77T, 1B MinIo ZRIA ;& FF /B virtual-hosted style T TVAYIAE], It
B EA 1T AR IO use_path_style SR iEHIEEF path style 75T,

* "use_path_style" = "true"

INSERT INTO test_s3load

SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "S3",

"s3.endpoint" = "play.min.1io0:9000",
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"s3.region" = "us-east-1",

"s3.access_key" = "myminioadmin",

"s3.secret_key" = "minio-secret-key-change-me",
"column_separator" = ",",

"csv_schema" = "user_id:int;name:string;age:int",
"use_path_style" = "true"

);

Fay: RESARE

SELECT * FROM test_s3load;

#R:

mysql> select * from test_s3load;
R et R el R i +
| user_id | name | age |
Fommmm e Fomm e e oo Fomm e +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
R R i +

10 rows in set (0.04 sec)

29212 S3EBTEE

Doris REEFM A NN 3 REFMES A : - £ 3 Load 15 3 RETFMEXXH S AR Doris , X2—
HEAFBR. - ERTVFIF 3 REFEXXEHES AR poris F1, IR—IMEFHEALI.

7E B 53 sDK BXIAf8E A virtual-hosted style 7T R, ERLENRIFMER R FIEEZF B IEZHF
virtual-hosted style FFTVAYTA(E), LERSFRATET BARID use_path_style SESRIEH(EF path style 75
Eto

2.9.2.12.1 fEH S3Load B A

850 S3 Load AN REE LRI, 45 BRI LASE Broker Load Fift
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Fo: EERIE

B csv S s3load_example.csv XFTZETE S3 RABFMEL, ERTUWT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28
4,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia,32
8,James, 64
9,Emma, 37
10,Liam, 64

524 1E Doris FEIER

CREATE TABLE test_s3load(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

E 3% (FH s3Load BEAIE

LOAD LABEL s3_load_2022_04_01

(
DATA INFILE("s3://your_bucket_name/s3load_example.csv")
INTO TABLE test_s3load
COLUMNS TERMINATED BY ","
FORMAT AS "CSV"
(user_id, name, age)

)

WITH S3

(
"provider" = "S3",
"s3.endpoint" = "play.min.io:9000",
"s3.region" = "us-east-1",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"use_path_style" = "true"

)

PROPERTIES

(

"timeout" = "3600"
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E

Fay: RESAKE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
Fomm oo Fomm e Fomm e +
| user_id | name | age |
R R Foe---- +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William [ 69 |
| 8 | James | 64 |
Fomm e Fomm oo Fomm e +

10 rows in set (0.04 sec)

292122 EHTVFEA
F15: EESRUE

BIE csv 3 s3load_example.csv XFTFETE S3 e BFEL, ERASTWT:

1,Emily, 25
2,Benjamin, 35
3,0livia,28

4 ,Alexander, 60
5,Ava,17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma, 37
10,Liam, 64

224 1E Doris FRIER

CREATE TABLE test_s3load(
user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
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age INT COMMENT "age"
)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

B3%: ERTVFEARE

INSERT INTO test_s3load
SELECT * FROM S3

(
"uri" = "s3://your_bucket_name/s3load_example.csv",
"format" = "csv",
"provider" = "S3",
"s3.endpoint" = "play.min.io:9000",
"s3.region" = "us-east-1",
"s3.access_key" = "<your-ak>",
"s3.secret_key" = "<your-sk>",
"column_separator" = ",",
"csv_schema" = "user_id:int;name:string;age:int",
"use_path_style" = "true"
);

Fad: RESARE

SELECT * FROM test_s3load;

ZR:

mysql> select * from test_s3load;
R R L i +
| user_id | name | age |
o - - R il R +
| 5 | Ava | 17 |
| 10 | Liam | 64 |
| 7 | Sophia | 32 |
| 9 | Emma | 37 |
| 1 | Emily | 25 |
| 4 | Alexander | 60 |
| 2 | Benjamin | 35 |
| 3 | Olivia | 28 |
| 6 | William | 69 |
| 8 | James | 64 |
Fomm oo Fomm e Fomm e +

10 rows in set (0.04 sec)
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2.9.2.13 Snowflake

TR snowflake FIILFEH, BEBEZMEINRFMEEARERN, ZRIZWT : B %ET snowflake B copy
INTO BRI BIES LB RTZFE; BRIF Doris #Y S3 Load THEEM I RIFAERIRENVEIEH S AR Doris 7, B

AEE3EA,

EEEI

EiFBZE], EEIRYE snowflake BIFREE
SEE ANRIELK,

2.9.2.13.1

2.9.2.13.2 FIBZE ARG

e Doris FIEUIEIREY, BAR 7 XFNTRRIRES, B3 0IRRRE

Snowflake

Doris

NUMBER(p, s)/DECIMAL(p, s)/NUMERIC(p,s)

DECIMAL(p, s)

INT/INTEGER INT
TINYINT/BYTEINT TINYINT

SMALLINT SMALLINT

BIGINT BIGINT

FLOAT/FLOAT4/FLOAT8/DOUBLE/DOUBLE PRECISION/REAL  DOUBLE

VARCHAR/STRING/TEXT VARCHAR/STRING ~ VARCHAR KE &K 65535

CHAR/CHARACTER/NCHAR CHAR

BINARY/VARBINARY STRING

BOOLEAN BOOLEAN

DATE DATE

DATETIME/TIMESTAMP/TIMESTAMP_NTZ DATETIME TIMESTAMP I P e]EEERIAIH, FKIAJD TIMESTAMP_NTZ
TIME STRING Snowflake S HHATEEZR Cast A String SEH

VARIANT VARIANT

ARRAY ARRAY

OBJECT JSON

GEOGRAPHY/GEOMETRY STRING

292133 1. BIEER

1E1F 2 snowflake FRZ! Doris PHIAT R, FEESLEBIEE Doris &K,

{RIRFKATE Snowflake FETFEIN FRINLIE

CREATE OR REPLACE TABLE sales_data (
order_id INT PRIMARY KEY,
customer_name VARCHAR(128),

order_date DATE,
amount DECIMAL(10,2),
country VARCHAR(48)

)
CLUSTER BY (order_date);
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https://docs.snowflake.cn/zh/guides-overview-unloading-data
https://docs.snowflake.cn/zh/guides-overview-unloading-data

INSERT INTO sales_data VALUES

(1, 'Alice', '2025-04-08', 99.99, 'USA"),

(2, 'Bob", '2025-04-08"', 149.50, 'Canada'),

(3, 'Charlie', '2025-04-09', 75.00, 'UK"),

(4, 'Diana', '2025-04-10', 200.00, 'Australia');

BIBIXNREM, PJUAGIRE Doris D XFR, 77 XFERF Snowflake BY Clustering Key —2, EIRJIERX DX

CREATE TABLE “sales_data” (
order_id INT,
order_date DATE NOT NULL,
customer_name VARCHAR(128),
amount DECIMAL(10,2),
country VARCHAR(48)
) ENGINE=OLAP
UNIQUE KEY( order_id", order_date")
PARTITION BY RANGE( ‘order_date™) (
PARTITION p20250408 VALUES [('2025-04-08'), ('2025-04-09")),
PARTITION p20250409 VALUES [('2025-04-09'), ('2025-04-10")),
PARTITION p20250410 VALUES [('2025-04-10"), ('2025-04-11"))
)
DISTRIBUTED BY HASH( order_id") BUCKETS 16
PROPERTIES (
"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "DAY",
"dynamic_partition.end" = "5",
"dynamic_partition.prefix" = "p",
"dynamic_partition.buckets" = "16",
"replication_num" = "1"

);

2.9.2.13.4 2. 5 H snowflake FXIE
2.1. 81T copy INFO F N E H 2! 3 Parquet FE XI5

Snowflake STFFFH Bl AWS S3, GCS, AZURE, AT, EBiIZEE pDoris R XFEGHITEH., AT ASZHE Aws
s3 B9

CREATE FILE FORMAT my_parquet_format TYPE = parquet;

CREATE OR REPLACE STAGE external_stage

URL="'s3://mybucket/sales_data’'

CREDENTIALS=(AWS_KEY_ID="<ak>"' AWS_SECRET_KEY='<sk>")

FILE_FORMAT = my_parquet_format;

COPY INTO @external_stage from sales_data PARTITION BY (CAST(order_date AS VARCHAR)) header=
—» true;
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22. BE 3 EMEHXH
EHF, 3 kB

sales_data/

PO S

Rt

& (3)
35 2 1FHETE Amazon S3 RRE ARSI, BE]A{#EA Amazon S3 iHE [AKEFEEFAEN RNTIER. BEATFEMAREEBHNER, ¢

AXUSHERNFER, 8—1MERERNNMT

(Q sagsmws

)

| =@
(J [ 2025-04-08/
(J [ 2025-04-09/
(J [ 2025-04-10/
2025-04-08/
FOES B
& (1)

A | mE
Xk

XEE
pak

v | LREesEdE

©

©

O E%s3UrlI

M ERTFHETE Amazon S3 PEUEARIL(E, MBAILAERA Amazon S3 (58 [ZREVFHEMEPAAENRINTIR. EATEMATRIBHNR,

(Q mamasss

0O am

0 @ data_01bb8bc4-3201-8821-0000-
000cc312511d_006_5_0.snappy.parquet

29.2.135 3.

SANBUEZR Doris

A | R

parquet

20255F4H8H pm2:28:08 CST

v | LbxiEmetia

0] £%S3 URI

O 8%
itk 2z )

SA{FEH s3 Load HITEAN, s3load B—MESHEIREAAR, HITHE poris XN EBURRAIENEIRE,
BERIFRD NI RENE, B (Awss3, GCS, AZURE &),

ZANERTHRIEEX.
B: WTFEEEZZEA (struct/Array/Map ) HY Parquet/ORC I8 XIES A, BRIMNTER TVF A
3. EA—NSXRIEE

BRCAENER, WTFERSLENBIESA, JUSEVFEA,

LOAD LABEL sales_data_2025_04_08

(

DATA INFILE("s3://mybucket/sales_data/2025_04_08/*")

INTO TABLE sales_data
FORMAT AS "parquet"

(order_id, order_date,

customer_name, amount, country)
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WITH S3

(
"provider" = "S3",
"s3.endpoint" = "s3.ap-southeast-1.amazonaws.com",
"s3.access_key" = "<ak>",
"s3.secret_key" = "<sk>",
"s3.region" = "ap-southeast-1"
)

3.2. BT Show Load BEEZEITIE R
BT s3load EARFRTIRRM, FTLAFEEEIT show load BJABFBIETE label IS A B!

mysql> show load where label = "label_sales_data_2025_04_08"\G
kkhkkkkkkhkkhkhkkhkkhkkhkhkkhkkhkkikk**x 1' row *kkkkkkkkhkkkkkhkkhkkkkkhkkhkkkk
JobId: 17956078
Label: label_sales_data_2025_04_08
State: FINISHED
Progress: 100.00% (1/1)
Type: BROKER
EtlInfo: unselected.rows=0; dpp.abnorm.ALL=0; dpp.norm.ALL=2
TaskInfo: cluster:s3.ap-southeast-1.amazonaws.com; timeout(s):3600; max_filter_ratio:0.0;
<> priority:NORMAL
ErrorMsg: NULL
CreateTime: 2025-04-10 17:50:53
EtlStartTime: 2025-04-10 17:50:54
EtlFinishTime: 2025-04-10 17:50:54
LoadStartTime: 2025-04-10 17:50:54
LoadFinishTime: 2025-04-10 17:50:54
URL: NULL
JobDetails: {"Unfinished backends":{"5eec1be8612d4872-91040ff1e7208a4f":[]1},"ScannedRows
5 ":2,"TaskNumber":1,"LoadBytes":91,"All backends":{"5eec1be8612d4872-91040
— ff1e7208a4f":[10022]1},"FileNumber":1,"FileSize":1620}
TransactionId: 766228
ErrorTablets: {}
User: root
Comment:

1 row in set (0.00 sec)

33. A IEE NI FEFRRYEEIR
HESNEAESE, FTUEELATER, ERHBESALKIEERFIERE,

mysql> show load where state='CANCELLED' and label like "label_ test%"\G

khkkhkkhhkkhkkkhhkkhhkhhrrkdt 1 row ****kkkkkkkhkkkhkkhkkkhkkkhkrk

JobId: 18312384
Label: label_test123
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State: CANCELLED
Progress: 100.00% (3/3)
Type: BROKER
EtlInfo: unselected.rows=0; dpp.abnorm.ALL=4; dpp.norm.ALL=0
TaskInfo: cluster:s3.ap-southeast-1.amazonaws.com; timeout(s):14400; max_filter_ratio:0.0;
<5 priority:NORMAL
ErrorMsg: type:ETL_QUALITY_UNSATISFIED; msg:quality not good enough to cancel
CreateTime: 2025-04-15 17:32:59
EtlStartTime: 2025-04-15 17:33:02
EtlFinishTime: 2025-04-15 17:33:02
LoadStartTime: 2025-04-15 17:33:02
LoadFinishTime: 2025-04-15 17:33:02
URL: http://10.16.10.6:28747/api/_load_error_log?file=__shard_2 error_log_insert_
<> stmt_7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307efca7bfe342
JobDetails: {"Unfinished backends":{"7602ccd7c3a4854-95307efca7bfe341":[]1},"ScannedRows"
<~ :4,"TaskNumber":1,"LoadBytes":188,"All backends":{"7602ccd7c3a4854-95307
— efca’7bfe341":[10022]1},"FileNumber":3,"FileSize":4839}
TransactionId: 769213
ErrorTablets: {}
User: root

Comment :

W _ EmBGF R EIERE 1R (ETL_QUALITY_UNSATISFIED), E{REHIREE B3 15038 B8 urRL BUBEIE#HITEE,
N REIREBIT T RAAY schema H country FBISEFRKE :

[root@VM-10-6-centos ~]$ curl "http://10.16.10.6:28747/api/_load_error_log?file=__shard_2
— error_log_insert_stmt_7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307
— efca7bfe342"

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
<5 1input str: [USA] schema length: 1; actual length: 3; . src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
< 1input str: [Canada] schema length: 1; actual length: 6; . src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
< 1input str: [UK] schema length: 1; actual length: 2; . src line [1;

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

< input str: [Australia] schema length: 1; actual length: 9; . src line [];

ER FRIEREMHER, MRFIURIFERBIBEBMITH, BIBLEILTE 3 Load fE55H Properties IREBHHIR,
BARRISESANEESH.

34 BAZSIM T REVERIE

HREIBARBEENFEREN, BIWERS S AR, SHEIEIN Doris W—NMaXHVEL4H
AKX, BIEEEWTET 10068, UHERAENHFRSAKKEHIEIRMS,

B[ SERIZK s3_load_demo.sh, ZHIART]USLI] T4 18 53 LRI X B R, [ERTIEAS 53 Load £S5 8 Doris 1, SEIR
HESARRR,
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https://github.com/apache/doris/blob/master/samples/load/shell/s3_load_demo.sh

2.9.2.14 BigQuery

7E3E7% BigQuery BT T2, BEEZE/EINTREFMIEAPEIEN., ZORTZWT ¢ & %8 BigQuery B9 Export
B EIE S 3 6es (Google Cloud Storage ); K P Doris BY S3 Load THRE AN R 1Z (& FIZEVEUIEA S AR
Doris 1, BERRI&E 3 E A,

292141 EEZEIN

1. EER ZE1, FEEIRE BigQuery FIRLEMIERE Doris FIEUEERL, URSXMoENERE, ESCIER
RIEF]SEEARELE,

2. BigQuery St jsoN £EIRY, RZHF rarquet NG, =I{ER JsoN IR EH,

3. BigQuery St Time ZEEIRT, FEE cast String KELSH,

2.9.2.142 FIBZERIBREY

BigQuery Doris &
Array Array

BOOLEAN BOOLEAN

DATE DATE

DATETIME/TIMESTAMP DATETIME

JSON JSON

INT64 BIGINT

NUMERIC DECIMAL

FLOAT64 DOUBLE

STRING VARCHAR/STRING VARCHAR KK E & K 65535
STRUCT STRUCT

TIME STRING

OTHER UNSUPPORTED

292143 1. BIER
TE1E%5 BigQuery T2l Doris FAYRTE, FEFLEIEE Doris K,
BRIZFRAIE BigQuery M EZTEI T RANLUE

CREATE OR REPLACE TABLE test.sales_data (
order_id INT64,
customer_name STRING,
order_date DATE,
amount NUMERIC(10,2),
country STRING

)
PARTITION BY order_date
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https://cloud.google.com/bigquery/docs/exporting-data

INSERT INTO test.sales_data (order_id, customer_name, order_date, amount, country) VALUES
(1, 'Alice', '2025-04-08', 99.99, 'USA"),

(2, 'Bob', '2025-04-08"', 149.50, 'Canada'),

(3, 'Charlie', '2025-04-09', 75.00, 'UK"),

(4, 'Diana', '2025-04-10', 200.00, 'Australia');

RIEX ARG, FIBACIE poris ER XK, 7XFERH Bigquery DX FER—H, BERZEXSKX

CREATE TABLE “sales_data” (
order_id INT,
order_date DATE NOT NULL,
customer_name VARCHAR(128),
amount DECIMAL(10,2),
country VARCHAR(48)
) ENGINE=OLAP
UNIQUE KEY( order_id", “order_date")
PARTITION BY RANGE( ‘order_date) (
PARTITION p20250408 VALUES [('2025-04-08"'), ('2025-04-09")),
PARTITION p20250409 VALUES [('2025-04-09'), ('2025-04-10")),
PARTITION p20250410 VALUES [('2025-04-10"), ('2025-04-11"))
)
DISTRIBUTED BY HASH( order_id") BUCKETS 16
PROPERTIES (
"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "DAY",
"dynamic_partition.end" = "5",
"dynamic_partition.prefix" = "p",
"dynamic_partition.buckets" = "16",
"replication_num" = "1"

),

2.9.2.14.4 2. B BigQuery #11E
2.1. 81T Export HXEHE 6cs Parquet MBI

EXPORT DATA
OPTIONS (
uri = 'gs://mybucket/export/sales_data/*.parquet’,
format = 'PARQUET")
AS (
SELECT *
FROM test.sales_data
);

22. BF 6cs LS X
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PA L& L R4F sales data WEIES HE 6cs £, AEABNMIKEFE—IMHSIXGE, XHREE, BEA]S

Buckets > > export > sales_data I
Create folder Upload ~ Transfer data ~ Other services ¥
Filter by name prefix only ¥ = Filter Filter objects and folders
O Name Size Type Created @
O B 000000000000.parquet 1.6 KB application/octet-stream Apr 23,2025, 6:55:45 PM
O B 000000000001.parquet 1.6 KB application/octet-stream Apr 23,2025, 6:55:45 PM
O B 000000000002.parquet 1.6 KB application/octet-stream Apr 23,2025, 6:55:45 PM

FEexporting-data, i1~

2.9.2.145 3. S AEUIEZ Doris

Show Live objec

Storage class
Standard
Standard
Standard

SNER s3 Lload HITEA, s3load R—MRTHIBBEATIN, MITIG Doris T EENMBIERAIENEE, &K

ﬁﬁﬁ%%@ﬁ%&%ﬁ%ﬁﬁ,@Emms,m&Awm%%
ZANERTRIEEKR, FEE2REARCAENZR, WTFEERTSLENZIESAN, FINSEVFEA,
T2 WFEBEEHREE (struc/Array/Map ) BT Parquet/ORC B XS A, BRILTAER VF A

3.1 EABRNMNXHREEE

LOAD LABEL sales_data_2025_04_08

(
DATA INFILE("s3://mybucket/export/sales_data/000000000000.parquet")
INTO TABLE sales_data
FORMAT AS "parquet"
(order_id, order_date, customer_name, amount, country)
)
WITH S3
(
"provider" = "GCP",
"s3.endpoint" = "storage.asia-southeastl.rep.googleapis.com",
"s3.region" = "asia-southeast1",
"s3.access_key" = "<ak>",
"s3.secret_key" = "<sk>"
);

3.2. 18T Show Load BB ESETIEN
BT s3Load EARRTIRRM, FTLAFZEIEIT show load FJLABBIETE label IFEAIE L :

mysql> show load where label = "label_sales_data_2025_04_08"\G
*khkkkkhkkhkkkkkhkkhkkkkkhkkhkkkkk*x ‘| row *khkkkkkkhkkhkkkhkkhkkhkkkhkkhkkhkkkk
JobId: 17956078
Label: label_sales_data_2025_04_08
State: FINISHED
Progress: 100.00% (1/1)
Type: BROKER
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https://cloud.google.com/bigquerydocs/exporting-data#exporting_data_into_one_or_more_files

EtlInfo: unselected.rows=0; dpp.abnorm.ALL=0; dpp.norm.ALL=2
TaskInfo: cluster:storage.asia-southeasti1.rep.googleapis.com; timeout(s):3600; max_
— filter_ratio:0.0; priority:NORMAL
ErrorMsg: NULL
CreateTime: 2025-04-10 17:50:53
EtlStartTime: 2025-04-10 17:50:54
EtlFinishTime: 2025-04-10 17:50:54
LoadStartTime: 2025-04-10 17:50:54
LoadFinishTime: 2025-04-10 17:50:54
URL: NULL
JobDetails: {"Unfinished backends":{"5eec1be8612d4872-91040ff1e7208a4f":[]1},"ScannedRows
— ":2,"TaskNumber":1,"LoadBytes":91,"All backends":{"5eec1be8612d4872-91040
— ff1e7208a4f":[10022]1},"FileNumber":1,"FileSize":1620}
TransactionId: 766228
ErrorTablets: {}
User: root
Comment:

1 row in set (0.00 sec)

33. AES AT EPHIHRIR
HESNEANESH, FTUEIUTER, ERRESAKKEBEMERERE,

mysql> show load where state='CANCELLED' and label like "label_test%"\G
kkhkkkkhkkhkkhkkkhkkhkkhkhkhkkhkkhkkk*x ’I. row kkkkkkhkhkhkhhkkkkkhkhkhkhkhhkkkkkik*
JobId: 18312384
Label: label_test123
State: CANCELLED
Progress: 100.00% (3/3)
Type: BROKER
EtlInfo: unselected.rows=0; dpp.abnorm.ALL=4; dpp.norm.ALL=0
TaskInfo: cluster:storage.asia-southeastl1.rep.googleapis.com; timeout(s):14400; max_
< filter_ratio:0.0; priority:NORMAL
ErrorMsg: type:ETL_QUALITY_UNSATISFIED; msg:quality not good enough to cancel
CreateTime: 2025-04-15 17:32:59
EtlStartTime: 2025-04-15 17:33:02
EtlFinishTime: 2025-04-15 17:33:02
LoadStartTime: 2025-04-15 17:33:02
LoadFinishTime: 2025-04-15 17:33:02
URL: http://10.16.10.6:28747/api/_load_error_log?file=__shard_2/error_log_insert_
< stmt_7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307efca7bfe342
JobDetails: {"Unfinished backends":{"7602ccd7c3a4854-95307efca7bfe341":[]},"ScannedRows
< ":4,"TaskNumber":1,"LoadBytes":188,"All backends":{"7602ccd7c3a4854-95307
> efca7bfe341":[10022]1},"FileNumber":3,"FileSize" :4839}
TransactionId: 769213
ErrorTablets: {}
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User: root

Comment :

W _EEEG F R EIERE IR (ETL_QUALITY_UNSATISFIED), EARIREE@id i50liR[ER urL ROk IE#HITER,
T REUREIT T RAAI schema F country FIRISEFRE :

[root@VM-10-6-centos ~]$ curl "http://10.16.10.6:28747/api/_load_error_log?file=__shard_2/error
— _log_insert_stmt_7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307efca7bfe342"

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
< 1input str: [USA] schema length: 1; actual length: 3; . src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
<5 1input str: [Canada] schema length: 1; actual length: 6; . src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of
< 1input str: [UK] schema length: 1; actual length: 2; . src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

< 1input str: [Australia] schema length: 1; actual length: 9; . src line [];

o

ERN FRIERENFER, MRAIUARIFHRIREIBMITHY, BICAIEILTE 3 Load fES5H Properties IREFHIR,
BARSESANEESH.
34 EASNXHRIRUE

HEZIBAREENTFENEN, BNERD S AR, SHEHEI Doris (9—M XV ETL
DX, BIREERWABE 10068, LAREZERAENHRRSAKBEHEIRLS,

B]SEBHIZA s3_load_file_demo.sh, ZHIAR] AN W RZE LIEE B R TFHIXGTIRFEITIHRS, PHIERS A4S
Load 538 Doris 1, LI E S ABINE,

2.9.2.15 Redshift

TEIERS Redshift FITTER, BEFEZEMTRFMERPEEN. RORIZFWNT: BB Redshift # UNLOAD
BRREIES LRI REFME; BRI Doris #Y 53 Load INEEM I RIFAETIZEVEBIBRFH S AL poris 7, BKF]S

E3EA,

292151 EEZEIN
1. X 2R, EZIRIE Redshift BIRLEMIEIR Doris EUEIETY, RS XFHEHER, EZRIBRE
W&T;R%E)\E-ﬁ;i’m’%

2. Redshift S Time Z5BURY, EEE cast Y Varchar KBS

292152 FIEETIIREGS

Redshift Doris &
SMALLINT SMALLINT

INTEGER INT

BIGINT BIGINT
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https://github.com/apache/doris/blob/master/samples/load/shell/s3_load_file_demo.sh
https://docs.aws.amazon.com/zh_cn/redshift/latest/dg/r_UNLOAD.html

Redshift Doris %,I

DECIMAL DECIMAL
REAL FLOAT

DOUBLE PRECISION DOUBLE

BOOLEAN BOOLEAN

CHAR CHAR

VARCHAR VARCHAR/STRING VARCHAR K E &R K 65535
DATE DATE

TIMESTAMP DATETIME

TIME/TIMEZ STRING

SUPER VARIANT

OTHER UNSUPPORTED

2.9.2.153 1. BIEER
TE3E 7 Redshift T2l Doris FRAIET R, FEEFLEIR poris K,
BRI FEATE Redshift B ZFEIN T RANLGE

CREATE TABLE sales_data (
order_id INTEGER,
customer_name VARCHAR(128),
order_date DATE,
amount DECIMAL(10,2),
country VARCHAR(48)

)
DISTSTYLE AUTO

INSERT INTO sales_data VALUES

(1, 'Alice', '2025-04-08', 99.99, 'USA'),

(2, 'Bob', '2025-04-08"', 149.50, 'Canada'),

(3, 'Charlie', '2025-04-09', 75.00, 'UK'),

(4, 'Diana', '2025-04-10', 200.00, 'Australia');

RIBXNREM, PIPAGIR Doris T RO X R, PEXFERRBEAUSZHRIERE, XE5SX R order_date, FEIRTHR
RaX

CREATE TABLE “sales_data” (
order_id INT,
order_date DATE NOT NULL,
customer_name VARCHAR(128),
amount DECIMAL(10,2),
country VARCHAR(48)

) ENGINE=OLAP

UNIQUE KEY( order_id", “order_date")

PARTITION BY RANGE( ‘order_date’) (
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PARTITION p20250408 VALUES [('2025-04-08"), ('2025-04-09")),
PARTITION p20250409 VALUES [('2025-04-09"), ('2025-04-10")),
PARTITION p20250410 VALUES [('2025-04-10"), ('2025-04-11"))
)
DISTRIBUTED BY HASH( order_id") BUCKETS 16
PROPERTIES (

"dynamic_partition.enable" = "true",
"dynamic_partition.time_unit" = "DAY",
"dynamic_partition.end" = "5",
"dynamic_partition.prefix" = "p",
"dynamic_partition.buckets" = "16",
"replication_num" = "1"

);

2.9.2.15.4 2. & Redshift #3E
2.1 1831F uNLoAD ATV EHE! 53 Parquet FE LAY 4
S 12 s3BF, 1REB Doris Y Partition FERHITEH, T :

unload ('select * from sales_data')

to 's3://mybucket/redshift/sales_data/'

iam_role 'arn:aws:iam::0123456789012:role/MyRedshiftRole’
PARQUET

PARTITION BY (order_date) INCLUDE

22B8E 3 EHWEHXH
EHE, T3 EERBAXISMERNFER, 5— 1M NERENNMSXEIE, 0T

sales_data/

Objects Properties

Objects (3)
] Copy S3 URI 0] Copy URL 4 Download Open [ Delete ( Actions ¥ ) ( Create folder ) C

Objects are the fundamental entities stored in Amazon S3. You can use Amazon S3 inventory [? to get a list of all objects in your bucket. For others t¢
objects, you'll need to explicitly grant them permissions. Learn more [%

( Q, Find objects by prefix ]
O Name A | Type v | Last modified v | size v | stor:
[0 OO order_date=2025-04-08/ Folder - - -
[J [ order_date=2025-04-09/ Folder - - -
(0 [ order_date=2025-04-10/ Folder - - -

35: redshift_out
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order_date=2025-04-08/

Objects Properties

Objects (1)
@ [0 Copy S3 URI 0] Copy URL ¥ Download Open [2 Delete ( Actions ¥ ) ( Create folder )

Objects are the fundamental entities stored in Amazon S3. You can use Amazon 53 inventory [? to get a list of all objects in your bucket. For othe
objects, you'll need to explicitly grant them permissions. Learn more [2

[ Q. Find objects by prefix J
[J | Name A | Type v | Last modified v | size v | s
(0 [ 0064_part_00.parquet parquet Apil 11, 2026, 17:25:17 1.4 KB S

(UTC+08:00)

36: redshift_out2

2.9.2.15.5 3. EALIEZ! Doris

SA{FEH 53 Load HITEAN, s3load @—MESHEIREAAR, MITHE Doris REFMNEBUERAIENEIE, K
BERISFRE NI RTENE, B (Awss3, GCS, AZURE &),

ZARERATHIEEXR. EERERSLENZR, WTEERTHENBEEAN, AIMSEVFEA,
AR WFEBE LA (struct/Array/Map ) BY Parquet/ORC XX HE AN, ERIMNIER TVF EA
3.1 BA— N XEVEE

LOAD LABEL sales_data_2025_04_08

(
DATA INFILE("s3://mybucket/redshift/sales_data/order_date=2025-04-08/*")
INTO TABLE sales_data
FORMAT AS "parquet"
(order_id, order_date, customer_name, amount, country)
)
WITH S3
(
"provider" = "S3",
"s3.endpoint" = "s3.ap-southeast-1.amazonaws.com",
"s3.access_key" = "<ak>",
"s3.secret_key"="<sk>",
"s3.region" = "ap-southeast-1"
);

3.2 183T Show Load EEESEITIE N
BT s3Load & SEIRRH, EFrCAFEEIET show load BJLABEBIERE label IS NI

mysql> show load where label = "label_sales_data_2025_04_08"\G

khkkkhkkkhhkkhkkhhkkhhkhhkkrt 1 row ****kkkkkkkkkkhkkkhkkkhkkkhrk
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JobId: 17956078
Label: label_sales_data_2025_04_08
State: FINISHED
Progress: 100.00% (1/1)
Type: BROKER
EtlInfo: unselected.rows=0; dpp.abnorm.ALL=0; dpp.norm.ALL=2
TaskInfo: cluster:s3.ap-southeast-1.amazonaws.com; timeout(s):3600; max_filter_ratio:0.0;
<> priority:NORMAL
ErrorMsg: NULL
CreateTime: 2025-04-10 17:50:53
EtlStartTime: 2025-04-10 17:50:54
EtlFinishTime: 2025-04-10 17:50:54
LoadStartTime: 2025-04-10 17:50:54
LoadFinishTime: 2025-04-10 17:50:54
URL: NULL
JobDetails: {"Unfinished backends":{"5eec1be8612d4872-91040ff1e7208a4f":[]1},"ScannedRows":2,"
< TaskNumber":1,"LoadBytes":91,"All backends":{"5eec1be8612d4872-91040ff1e7208a4f
<~ ":[10022]},"FileNumber":1,"FileSize":1620}
TransactionId: 766228
ErrorTablets: {}
User: root
Comment:

1 row in set (0.00 sec)

33 LESATREFIHEIR
HESNEANESH, FTUEIUTER, ERRESAKKEBIMERE,

mysql> show load where state='CANCELLED' and label like "label test%"\G

dkkkkkkhhkkkkkkkkkhkhhhhhrrr row ****kkkkkkkkkkhhhhrrhhhhk *%

JobId: 18312384
Label: label_test123
State: CANCELLED
Progress: 100.00% (3/3)
Type: BROKER
EtlInfo: unselected.rows=0; dpp.abnorm.ALL=4; dpp.norm.ALL=0
TaskInfo: cluster:s3.ap-southeast-1.amazonaws.com; timeout(s):14400; max_filter_ratio:0.0;
< priority:NORMAL
ErrorMsg: type:ETL_QUALITY_UNSATISFIED; msg:quality not good enough to cancel
CreateTime: 2025-04-15 17:32:59
EtlStartTime: 2025-04-15 17:33:02
EtlFinishTime: 2025-04-15 17:33:02
LoadStartTime: 2025-04-15 17:33:02
LoadFinishTime: 2025-04-15 17:33:02
URL: http://10.16.10.6:28747/api/_load_error_log?file=__shard_2/error_log_insert_stmt_
<> 7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307efca7bfe342
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JobDetails: {"Unfinished backends":{"7602ccd7c3a4854-95307efca’bfe341":[]},"ScannedRows" :4,"

< TaskNumber":1,"LoadBytes":188,"All backends":{"7602ccd7c3a4854-95307efca7bfe341"
— :[10022]},"FileNumber":3,"FileSize":4839}

TransactionId: 769213

ErrorTablets: {}
User: root
Comment:
o0 EERIGF R IR BTE TR (ETL_QUALITY_UNSATISFIED), BRTRIRFZEE L IH0)IR @AY urL B RHITES,

T REIREIT T RHAY schema H country FBISEFRKE :

[root@VM-10-6-centos ~]$ curl "http://10.16.10.6:28747/api/_load_error_log?file=__

— log_insert_stmt_7602ccd7c3a4854-95307efca7bfe342_7602ccd7c3a4854_95307efca7bfe342"

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

<> 1nput str: [USA] schema length: 1; actual length: 3;

. src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

<5 1input str: [Canada] schema length: 1; actual length: 6;

. src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

< 1input str: [UK] schema length: 1; actual length: 2;

. src line [];

Reason: column_name[country], the length of input is too long than schema. first 32 bytes of

<5 1input str: [Australia] schema length: 1; actual length:

9; . src line [];

shard_2/error_

ER FRIERENER, MRAIARIFHRIRBIEMRITH, TS
B 8EEANEESH.

34 EASN D EKBBE

SEBIBABEENTFERREN, BNERDSANRE, SHEIEYTR Doris #9—

WE S3 Load fES5HH Properties IRE & TR

DX, BIREEINAET 10068, LARBERAENHFREAKKEHEILME,

B]SEMIZA s3_load_demo.sh, ZHIARBIASCI] 7418 s3 FMR X B R,
HESAER,

2.9.2.16 MEfh AP RITHHUE
MELh AP REFITBHUER Doris, AILABESFA:

[E)RAT32 3T 53 Load 1E 552! Doris FA,

« Hive/Iceberg/Hudi &, B]LA{E A Multi-Catalog SRIRET JodhzR, JAS{ER Insertinto, RIGEIBEA
- HETUAMNER AP RAEFREHEUER cov FRURIER, REBESHIEBIES AR Doris
« BTLA{EFE spark/ Flink 2248, FIFE AP Z2ZEHY Connector SRIEZANELHE, SRS Doris Connector 5 A Doris

NOTE IR BEHMITR T ERTUMALLYIZE, FJLABXZR dev@doris.apache.org
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https://doris.apache.org/zh-CN/docs/dev/data-operate/import/import-way/broker-load-manual#导入配置参数
https://github.com/apache/doris/blob/master/samples/load/shell/s3_load_demo.sh

29217 MEM P RAETBEIE
MEf TP 2%, MySQL/SqlServer/Oracle £, TREIEE poris, FINBEMAR.

2.9.2.17.1 Multi-Catalog
{$ A catalog BRET Jo MR, SAFS{E P INSERT INTO B5, 25 CREATE-TABLE-AS-SELECT iBA], TEREIBEE A,
BA MysqL Fa 5l :

CREATE CATALOG mysql_catalog properties(

"type' = 'jdbc',

‘user' = 'root',

'password' = '123456',

'jdbc_url' = 'jdbc:mysql://host:3306/mysql_db"',
'driver_url' = 'mysql-connector-java-8.0.25.jar"',
'driver_class' = 'com.mysql.cj.jdbc.Driver'

);

-- BT insert BA
INSERT INTO internal.doris_db.tbl1
SELECT * FROM iceberg_catalog.iceberg_db.table1;

-- @i ctas A

CREATE TABLE internal.doris_db.tbl1
PROPERTIES('replication_num' = "1")

AS

SELECT * FROM iceberg_catalog.iceberg_db.tablel;

BiKu]&E catalog ZURE A,

2.9.2.17.2 Flink Doris Connector

FTBAMSENT ik S26% TP AR LFIN RS,

- B[22 0] LA{EF Flink B9 JDBC Source F Doris Sink FTERLEXIERIS A, LA FlinksQL Jaffll:  “ ‘sql CREATE TA-
BLE student_source ( id INT, name STRING, age INT PRIMARY KEY (id) NOT ENFORCED ) WITH (‘connector’ = ‘jdbc’ ,

‘ ’

url = ‘jdbc:mysql://localhost:3306/mydatabase’ , ‘table-name’ = ‘students’ , ‘username’ = ‘username’ ,

‘password’ = ‘password’ ,)

CREATE TABLE student_sink ( id INT, name STRING, age INT) WITH ( ‘connector’ = ‘doris’ , ‘fenodes’ = ‘127.0.0.1:8030" ,
‘table.identifier’ = ‘test.students’ , ‘username’ = ‘root’ , ‘password’ = ‘password’ , ‘sink.label-prefix’ =

‘doris_label’ );

INSERT into student_sink select * from student_source; “ ‘ BTS2 Flink JDBC,

- SLEY[E & 7] BAf& Bf) FlinkcDe, TR 2 = FN3E = B AYIEZEL, LA AlinksQL BB “ ‘sql SET ‘execu-

tion.checkpointing.interval’ = ‘10s’ ;
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https://nightlies.apache.org/flink/flink-docs-master/zh/docs/connectors/table/jdbc/#%e5%a6%82%e4%bd%95%e5%88%9b%e5%bb%ba-jdbc-%e8%a1%a8

CREATE TABLE cdc_mysql_source (id int,name VARCHAR ,PRIMARY KEY (id) NOT ENFORCED ) WITH( ‘connector’ = ‘mysql-cdc’ ,

‘hostname’ = “127.0.0.1" , ‘port’ = ‘3306’ , ‘username’ = ‘root’ , ‘password’ = ‘password’ , ‘database-name’
= ‘database’ , ‘table-name’ = ‘table’ );

- X 5@ & insert/update/delete 58 {4 CREATE TABLE doris_sink ( id INT, name STRING ) WITH ( ‘connector’ = ‘doris’ ,
‘fenodes’ = ‘127.0.0.1:8030" , ‘table.identifier’ = ‘database.table’ , ‘username’ = ‘root’ , ‘password’ = ',
* sink.properties.format’ = ‘json” , ‘sink.properties.read_json_by_line’ = ‘true’ , ‘sink.enable-delete’ = ‘true’ , - [
SHIFREG  ‘sink.label-prefix’ = ‘doris_label’ );

insert into doris_sink select id,name from cdc_mysql_source; “

BB 3 F 1P BB R ESNE S RIE FTRIE, BILAER Flink Doris Connector IRIERIBEF L INEE, —H#T
BL TP BIBERIB A, 40:

<FLINK_HOME>bin/flink run \
-Dexecution.checkpointing.interval=10s \
-Dparallelism.default=1 \
-c org.apache.doris.flink.tools.cdc.CdcTools \
lib/flink-doris-connector-1.16-24.0.1.jar \
mysql-sync-database \
--database test_db \
--mysql-conf hostname=127.0.0.1 \
--mysql-conf port=3306 \
--mysql-conf username=root \
--mysqgl-conf password=123456 \
--mysqgl-conf database-name=mysql_db \
--including-tables "tbl1|test.*" \
--sink-conf fenodes=127.0.0.1:8030 \
--sink-conf username=root \
--sink-conf password=123456 \
--sink-conf jdbc-url=jdbc:mysql://127.0.0.1:9030 \
--sink-conf sink.label-prefix=1label \

--table-conf replication_num=1

BiArI&E: BERT

2.9.2.17.3 Spark Connector

A BAIEIT Spark Connector B4 JDBC Source F Doris Sink STREEIBRHIE A,

val jdbcDF = spark.read
.format("jdbc™")
.option("url", "jdbc:postgresql:dbserver™)

.option("dbtable", "schema.tablename")

.option("user", "username")
.option("password", "password")
.load()
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jdbcDF.write.format("doris™)
.option("doris.table.identifier", "db.table")
.option("doris.fenodes", "127.0.0.1:8030")

.option("user", "root")
.option("password", "")
.save()

BE{Ku]£&3E: |DBC To Other Databases, Spark Doris Connector

2.9.2.17.4 DataX/ Seatunnel / CloudCanal %ET—]IE

BREbZ SN, HeJUNERE=ARY TERFITHIEEY, FZ8]S%E: - DataX - Seatunnel - CloudCanal

293 BAAR

2.9.3.1 Stream Load

Stream Load 3251813 HTTP HMSCIF A S SRR R S A2 Doris F, Stream Load B—MNEIZSARBN, MITE
ANBRESALZR, FIAETERINREIFEISAREMI, —A&KL, BIEAER stream Load S A 1068 AR
X, MRXMET KR, BWAGXHE#ITHN S EER stream Load #HITS A, Stream Load B] LMRIE—HL S AE
SHETME, BASMEANRL, BAZHBEAKNK,

MHEEEFEEER curl WBEHLEAN, BHFFEHRETRHS A TLE Doris Streamloader, 1ZTHERZ
—FRATEEHIBES AN poris BIBEENERAE i LE, TJUIRESHALASANINEE, BFEXE
EEBAWFER, S EDoris Streamloader XY T #{ER £ 5 SLHKIFE.

29311 EAFHR
Stream Load 2 ¥ A ARHIBIZIZET HTTP BIFTTNE A €SV, JSON,  Parquet 5 ORC 18 TVHVENHRE,
ESA csv X R, BERBXAZE (nul) SEFHH:

« Z{E (null): A \WRR, H80a,\N,b RRHEFIEVE S null,

- EFHFEHE SRNOREZEREEAFHRNRREFNS, flila, bR, BMNESZERBEFHN,
RAFREIIERNEF R,

29312 EAX[ERIE

TE{EFH stream Load B, FTEIEIT HTTP MY S EESANEWLA FE T2, FERAREAR, EEM (redirect ) 1HR
85— BE TR AR A EIEHIMER, BeJAEELIE HTTP iERIEWLAIEER) BE T 52, 1 Stream Load 1,
Doris RIETE — NP :=EJ Coordinator T 5, Coordinator T m AR IEZ HIEH D K BUERI EbT = L,

TERE/JRT Stream Load BIFE;7FE:
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https://spark.apache.org/docs/latest/sql-data-sources-jdbc.html

Client

1. Submit load 2. Redirect 3. Submit load 5. Return result
request to FE to one BE request to BE to client

FE BE

4. Distribute data

| |

BE BE BE

37: Stream Load EARFRIE

1. Client [ FE 3832 Stream Load S AEiE

2. FERRTHIEE—E BE{EA Coordinator T, AREAEWIAE, AFIREL Client —4> HTTP EE M
3. Client 3% Coordinator BE 75, IRRXEAB

4. Coordinator BE 25 R HBURLLHEN BE TR, BATME EANLEERL Client

5. Client BE] AE H5@8IT 8 7E BE T R 1E A Coordinator, B ENEKEAE

29313 RELEF

Stream Load J@iT HTTP IR FNMEYE, THIM curl TE KRG, JERIBIT Stream Load B FEAFIL,
RERE

Stream Load F5 2 XY B #RFRAY INSERT AXPR, #N5RIZH INSERT AXPR, BJLAEILGRANT AR L L5 AR P IR AN,
BIES A

SA csv B

1. RIS AR
BUIEE csv X streamload_example.csv X, BEARATMT

1,Emily, 25
2,Benjamin, 35
3,01livia,28
4,Alexander,60
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5,Ava, 17
6,William, 69
7,Sophia, 32
8,James, 64
9,Emma,37
10,Liam, 64

2. BIEEE A poris ®
7 poris PRIEHEANR, BEMREENT

CREATE TABLE testdb.test_streamload(

user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

3. BESAFEI
1B curl 54 B] LA 3Z Stream Load S ALEAL,

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

Stream Load ®—MEIZSSAHN, SALRSEZERESLAF.

"TxnId": 3,

"Label": "123",

"Comment": "",
"TwoPhaseCommit": "false",
"Status": "Success",
"Message": "OK",
"NumberTotalRows": 10,
"NumberLoadedRows": 10,
"NumberFilteredRows": O,
"NumberUnselectedRows": 0,
"LoadBytes": 118,
"LoadTimeMs": 173,

310




"BeginTxnTimeMs": 1,

"StreamLoadPutTimeMs": 70,
"ReadDataTimeMs": 2,
"WriteDataTimeMs": 48,

"CommitAndPublishTimeMs": 52

4. EESARIE

mysql> select count(*) from testdb.test_streamload;

£ A\ JSON $iE

1. BIZSARUE
BIEE J)SON X4 streamload_example.json, ERABTIUT

[

{"userid":1,"username":"Emily", "userage":25},
{"userid":2,"username":"Benjamin", "userage":35},
{"userid":3,"username":"0livia","userage":28},
{"userid":4,"username":"Alexander", "userage":60},
{"userid":5,"username":"Ava","userage":17},
{"userid":6,"username":"William","userage":69},
{"userid":7,"username":"Sophia", "userage":32},
{"userid":8,"username":"James","userage":64},
{"userid":9,"username":"Emma", "userage":37},
{"userid":10,"username":"Liam","userage":64}

]

2. BIZS A Doris &
£ Doris HEIRWM S AR, BIKEEFNT

CREATE TABLE testdb.test_streamload(

user_id BIGINT NOT NULL
name VARCHAR(20)
age INT

)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

COMMENT "user id",

COMMENT "name",
COMMENT "age"
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3. BRAEAFI
BT curl A4S R] BAIEZZ Stream Load S AE ML,

curl --location-trusted -u <doris_user>:<doris_password> \
-H "label:124" \
-H "Expect:100-continue" \
-H "format:json" -H "strip_outer_array:true" \
-H "jsonpaths:[\"$.userid\", \"$.username\", \"$.userage\"]" \
-H "columns:user_id,name,age" \
-T streamload_example.json \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

#2EE JSON XN B AR JSON Array, TRBIT—NJSON I, 7ZRI0 Header -H "strip_outer_

< array:false" -H "read_json_by line:true",

Stream Load @—MRETEAAR, EABRSERROLAF,

"TxnId": 7,

"Label": "125",

"Comment™: "",
"TwoPhaseCommit": "false",
"Status": "Success",
"Message": "OK",
"NumberTotalRows": 10,
"NumberLoadedRows": 10,
"NumberFilteredRows": 0,
"NumberUnselectedRows": 0,
"LoadBytes": 471,
"LoadTimeMs": 52,
"BeginTxnTimeMs": O,
"StreamLoadPutTimeMs": 11,
"ReadDataTimeMs": 0,
"WriteDataTimeMs": 23,
"CommitAndPublishTimeMs": 16

BESAEL

ZRINBIR T, Stream Load Z2[EIFIR[EIZ5 Client, FTARGZIEDN 1L Stream Load [FIBEW R, MNRFEICE,
M7E be.conf ARINEZE enable_stream_load_record=true, E{AERER]ASEBE ILE N,

EBEE, PILAEIT show stream load Ap S EH B TR Stream Load {53,
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mysql> show stream load from testdb;

.
> - R el R et R Fem == Fem - Fte-——— R it +--4
—

| Label | Db | Table | ClientIp | Status | Message | Url | TotalRows |
< LoadedRows | FilteredRows | UnselectedRows | LoadBytes | StartTime
< FinishTime | User | Comment |

oo
— - R B R e R et R e il +-=-4
—

| 12356 | testdb | test_streamload | 192.168.88.31 | Success | OK | NJA | 10 | 10
— | 0 | 0 | 118 | 2023-11-29 08:53:00.594 |
~» 2023-11-29 08:53:00.650 | root | |

.
3 eeeo - [ S e I [ SR Fomm o [ B R +- -4
N

1 row in set (0.00 sec)

BUESAfEL

FA P JEiEF shBUH stream Load, Stream Load TERBEY X EH SN BIRESM A KB NEUH,
4B Compute Group

FAFETBAFEZE Stream Load FEERAIE AN Compute Group £1B1T;

FED BRI TEE compute Group FIF I T : 1 HTTP Header SEIETE.

-H "cloud_cluster:cluster1"

M Doris 4.0.0 FF88, 1RHETLAER compute_group SERIETE

-H "compute_group:cluster1”

2. TE Stream Load #B7E B user BHEHIEE Compute Group, IR user B1HEFN HTTP header [EIATFEE T Compute
Group, BB LA Header 35 TE Y Compute Group J3/E,

set property for user1 'default_compute_group'="'cluster1’;

3. QN8R user BHERFI HTTP Header EFi’J?E?ElIF_ Compute Group, ABZA M Stream Load BERY user BAXPRIA0]
Y Compute Group FIEE—1, R user R BEFIBINBRIGBIAY Compute Group, FBPAZAFLERKM,

FE—AERXT, RZHEEE stream Load 4BER user BHEFETE Compute Group, IR user BEFKRIEE, A4
FREEIER F default B Compute Group,

set property for user1 'resource_tags.location'='group_1";
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29314 SEFMH
EAGS

Stream Load B AIBEU T :

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" [-H ""...] \
-T <file_path> \
-XPUT http://fe_host:http_port/api/{db}/{table}/_stream_load

Stream Load 1R1ESZ$F HTTP 73 RE AN (HTTP chunked ) 5 HTTP IERREANFA R, WFIEDREAFZ R, DRE
=] Content-Length **ﬁﬁﬁf?ﬂgﬂgﬁg, ﬁ*iﬁ‘éﬁﬁi&l?&ﬂ’ﬂ%?éﬁo

EANLRESH
FERCE

1. stream_load_default_timeout_second

« BHAE: 259200 (s)

- SEE: B

* FE Master JREHEE: 2
SEIHIAR: Stream Load EKIABIEBETET ], BSAESEVERETE (AR REA ), BEAESEIREHR timeout AT
BIARRTERNSHAREUE, T CANCELLED, WIREANIIEX G L ZEMEMBATMEAN, BF]UE

Stream Load 153K Pig B B EBATAT (8], BB 1HEE FE S % stream_load_default_timeout_second RiZE L
BEEKIA BB B (8],

BEACE

1. streaming_load_max_mb

« BRiAE: 10240 (MB)
- REE: B
- SR Stream load R AKEA XN, MIRAFMNEREAXGFBEIXNME, WEZRE SN

streaming_load_max_mb,
2. Header %?{ﬂl

AJBAEIT HTTP B Header BB S RIEASASE, BRSHNEWNT:
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— i
RE

SRR

label

colum n_separator

line_delimiter

columns

where

max_filter_ratio

partitions

timeout

strict_mode

timezone

exec_mem_limit

FIF1E7E poris X EARIIRE, IMEHEENBIELESRAEAN, W
RAIETE label, Doris RBNEM — MR, AFPFILIETIERE label #Y
ARAREBR—HBIBEESE S AR, Doris BIAMREB=XHNMEAE
A#R%E, ®JBA label_keep_max_second TE{REEATHE, HIGN, IEEAR
RE N label 77123, FEIEERS -H "label: 123", label BIEMA, 7]
CABSLERFEE SABRNKE. BIEFERFE—#URSIEERE
[EHY label, XHFE—HXIIBNEE BRIASWIEZT —X, RIET
At-Most-Once 2 label ¥ N9 S A FEMIRZS J9 CANCELLED B, 1% label B] A
BIXHER,

BFEESEAXGFNISREAET, i\t NMRIBARTREFR, N
ZEMERRIR, ERTREFIRRRDERN. FILMERSNFF
FIAEERIDRTT, 180, hive XEFBINFRFT \x01, EEEEGS
-H "column_separator:\x01",

BFEESAXGFRIIRITA, BKiAR \n, SILAERMZSNFRFIIA
BIERRITR. B, BERITHR \n, EEBEHS

-H "line_delimiter:\n",

BFEESAXXEFFRIFIF] table PRIFIBIN N K FR, ARIEXHFF
HIEFNNRPIAST, BLRAZEZREXNFERMATH, 0
REXHF ST schema A¥ N, BBARBXNFEIHIT —LHEEIE,
BREMAZN column: BEENNSEANGFRIIFEL, BERERFERER
AROTES, 1BIEH column_name = expression IFARFISES NiTFizH
IR,

FATFHEE D EHE, ARrNREESERAETENHIRETLIRE, BAT]
MNBIT IR E X METTRIAE, 180, REA k1 51T 20180601 K2
1®, BACIUESABHRIETE -H "where: k1 = 20180601",
BRABATRE (MERISEERRE ) BVBIELER, FIAFTEZ, B
BESEER 01, HEANBRFEITZE, MEAXN, HIEAITE
AEIEEIT where FFITIRERNTT. B0, /RAEERIEFMBIERD
BIBER I AG AN (BZE 100% ), EEEEHRS

-H "max_filter_ratio:1",

BFEEXRENFE LY partition, R FIF BETSHHE ZXHENT N AY
partition, HEFIEEZIN, AAEIXLSXBIBEHITIEEE, Fu,
BESAZ p1, p2 X, FEEEERHRS -H "partitions: p1, p2",
BES AEBEATE), R4, BiIAR e, FIIRETEE D17~
259200 #, U0, EES NEBEIETE]JD 1200, BEEEBS

-H "timeout:1200",

RAFEEIAEARTHBEERER, BRilhxA, fiwm, BEHFE
F*ﬁ*ﬁﬂ, %‘%%?EEE—E% -H "strict_mode:true",
BEXRXREANMERNNEX, KAAF/N\X, ZEHSEZMABEEA
B ROFMNXBXRMRBER, G, 1EES AKX R Africa/Abidjan,
FEEIET S -H "timezone:Africa/Abidjan",

SANRTFRSI, BKikJ 268, BLIAFT,
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IR SR

format BESAHEEN, KIAR covig, BRISZFHLATHEI: csv,son,
arrow, csv_with_names ( S2$F csv EFITEIEIE ) csv_with_names_and_types
( 2#F csv XHERIMTTILIR ) Parquet, ORC AU, FEESALIERRA R
JSON, EEIETEHS -H "format:json”,

jsonpaths SN JsoN BB ERmMMAIN: EEEN: KBIETE jsonpaths JEE

strip_outer_array

json_root

merge_type

delete

function_column.sequence_col

fuzzy_parse

num_as_string

read_json_by_line

send_batch_parallelism

hidden_columns

load_to_single_tablet

B, XFENEX JsoN FIBRWREELEE: FTF JsoN iR

s %, EE@5d jsonpaths SEULEENT N Y value TEETRRA T, =

3K JSON FREY key 3 SRRV E ——ITRIAY, 40)soN FIE { “k1” =1,
“k2” :2, “k3” : “hello” }, EHKI. k2 Kz k3 53 RIRS R AEIT,

$87E strip_outer_array 77 true BYZR7R JSON BUHE LAEREN R 98 B 15 454E

WHRAPHITRE, BIAR false, 7E)SON BIBEMIRINER 1 RARRIENA

Bt, FEEIRE strip_outer_array 7 true, WLATREIENIE, EIRE

strip_outer_array Htruef5, B Doris FAERFTITEL

}E[{"H" D1, vt o 2y, {"k1" o 3, vt o 4}]

json_root JI&EHY jsonpath FiFER, FIFIERE json document IR T ==,

HiNMER 7,

HIBMIEF LR, =R - ApPEND ( ZKIAE ) RRIXHENIE

LEEMEIIMBEIED - DELETE: RNMBR SiX L EIE ey HEIBIFTE

17 -MERGE: FBES DELETE FRUBXSER, RNH/E DELETE FEFRIEURE

$598 DELETE B X ALIE, HARHIFLEE appenD 1B X LIBHIUN, IEEST

1210 MERGE: -H "merge_type: MERGE" -H "delete: flag=1"

{X7E MERGE FEE X, RRFUIBRIMIBRSH

&R T uNIQUE Kevs #REY, #H[E] Key FIIF, {RILE value FI#ZER

source_sequence J|3#{T REPLACE, source_sequence B] CAZEIBIEHAIZ,
A LR REMWFHI—71,

IRFER, Jg true TR JSON JELASE—1T 9 schema H1TREMNT, FFRIX

MEIME] AR S json EANE, BREKRE json WRAT key IR

ME—1T—, EKIAA false, {XATF JsON X

TRIRZERY, J9 true RIRTEREAT jsON BB SE M F R HFRF S,

BWRASEMBEERNEATHITEA,

MIRFER, Htrue RINIIFEITIREN— 1 JsoN W&, BRINEN false,

BA, ATIRERFMAIBEIRMHITE, NRFITEMNERT 8t

B2 & F Y max_send_batch_parallelism_per_job, ABAYERMMESAY
BE J5{EH max_send_batch_parallelism_per_job E"HEO

RAFHEESEABIEPE SRR, 7E Header FAREE Columns B &

28, Z hidden column FIESHEl. RASERRAFEENRESA
2R, E MO, SAREFRE—IIEIER

_ DORIS_SEQUENCE_COL_ ,

hidden_columns: _ DORIS_DELETE_SIGN_ ,_ DORIS_SEQUENCE_COL_

MRER, 7 true RAF—MEZSREAZIEEIN N 57 KAY—

Tablet, EXIMEN false, ZEBRARVFENTTTE B random 77H8HY OLAP R
SRMRIZE.
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IRE

SRR

compress_type

trim_double_quotes

skip_lines

comment

enclose

escape

memtable_on_sink_node

unique_key_update_mode

partial_update_new_key_behavior

BEXHHEGEEN. BRIR ST csv XIFRELE. 23F gz 120, bz2,
|z4, Izop, deflate [EARFE T

TI/RER, BAIAER false, J9true RIRREFEIE csv WEBNFE R
SNERIINE (S,

BEER, iNMER 0, X APLT csv XERIFILIT, HiRE format
1R E JJ csv_with_namesBYcsv_with_names_and_typesHt, ZESHE%
¥

FABER, KAEIZ, BESBNEIMIEE,

BEBEM, 3 cvBIEFETEETHRANRIIS RGN, ALE
BEINENT, RIEERFDFAERNEEFERRIPER. G175
R <, BEMFR “O L, BUBR A b T, M ‘b SRR
F—1NFEE, FEB: Henclose IRE J"AY, trim_double_quotes —EEi&
=7 true,

BE#ENHE, ATEXEFERFHMNSBEMFERNFN. F1u
|’Bh “a v ¢, BEFR “ “ BE b HBIEA-NFERE
i, WEESEEREFHEXA, flm ", BHIE\EEXR

a’ b’ ",

SEANBIERRER S B MemTable 5185, EXiAJ false,

Unique TR ERIEHTIRTN, B FI{XIT Merge-On-Write Unique RBX, —+
S35 =FhZE A UPSERT, UPDATE_FIXED_COLUMNS,
UPDATE_FLEXIBLE_COLUMNS, UPSERT: ZR/RA upsert iE X S NEIE;
UPDATE_FIXED_COLUMNS: R7RBAER 72 7 EFRI A NENEUE;
UPDATE_FLEXIBLE_COLUMNS: RRA R EEB D IIEFVANEALIE
Unique R EHITER 7 TR RIEFIE AT, WEIBEAITHAIES R,
BTN APPEND, ERROR, -APPEND: SR iFIEAFTITENIE -ERROR: FEAFT
{TEHBIA KR 5

Mo»
v

SANROE

Stream Load R—MEFMEAL N, SAZRZBELLIESANWEREEERSAA,, WTAR:

{
"TxnId": 1003,

"Label": "b6f3bc78-0d2c-45d9-9e4c-faa0a0149bee",

"Status": "Success",

"ExistingJobStatus": "FINISHED", // optional

"Message": "OK",

"NumberTotalRows": 1000000,
"NumberLoadedRows": 1000000,

"NumberFilteredRows":

"NumberUnselectedRows":
"LoadBytes": 40888898,

"LoadTimeMs": 2144,

"BeginTxnTimeMs": 1,
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"StreamLoadPutTimeMs": 2,
"ReadDataTimeMs": 325,

"WriteDataTimeMs": 1933,
"CommitAndPublishTimeMs" :

106,

"ErrorURL": "http://192.168.1.1:8042/api/_load_error_log?file=__shard_0O/error_log_insert_stmt
— _db18266d4d9b4ee5-abb00ddd64bdf005_db18266d4d9b4ee5_abb00ddd64bdf005"

Hep, iIREERSHINTRILA:

SHB 15RA

Txnld EAESMD

Label ENEAAY label, BIE -H “label:” IETE
Status EANNRLIRE

ExistingJobStatus

Message
NumberTotalRows
NumberLoadedRows
NumberFilteredRows
NumberUnselectedRows
LoadBytes

LoadTimeMs
BeginTxnTimeMs
StreamLoadPutTimeMs
ReadDataTimeMs
WriteDataTimeMs
CommitAndPublishTimeMs
ErrorURL

-Success: WRFARIN

- Publish Timeout: ZASHRREAEZTM, ERETESKERATN,
=5t

- Label Already Exists: Label EE, EEF I label

-Fail: ALK

BFEM Label NS AFAURPIRS, EANFERRBAES status 73 “Label

Already Exists” BYASRER, AP RJLUBITXANRE, FIBEETFA Label 3

RIS AEARVIRTS,  “RUNNING” RIREULGETEMIT, “FINISHED” RIR

AL LI,

EANHERER

SN IBHITE

RRINS ARIITE

HIEFREANS BT

& where SFITIRAVITER

SANFTH

S AT E, 2UEW

@ FE B RAR—NESATE RS E], BUER

@ FE BRI E ABIERITIHRIFTE SRR (8], RAZER

RIS FTE 2R RVRT 8], BAIZER

BITE ABURIRIEFRTEZRAIRTE], RAIZER

@ rE B RRRFELRME SR, BUED

MRBHIERECA, BIARIXD uRL BEEERERIT

BT ErrorURL B ABBRE N HIBERENESBHISANELBEIE, FHATS curl "<ErrorlRL>" L EIEEE

Ul
HIRBIEOER,

29315 SAZEfG]
REEANBREESEXREA

SNESHEBREYE (A AHEM), SAESEIRER timeout Bf B ARTHR NS EAREE, T
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CANCELLED, BIHFEESEH timeout TR E TE fe.conf ARRINESE] stream_load_default_timeout_second, BJLA1EZEE Stream
Load B9 S A\ #BRT A 8],

ESEAFEERBXEGXIMTES ARBRATE], 3010068 B9, Fiifh some/s BITEEES A

E AB1E] = 100GB / 50MB/s = 2048s

BT LA T a5 S P LAFE ZE timeout 3000s Bl stream load SA(ES:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "timeout:3000" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

RESARATHEE

Doris IS AES T UEL —HA BN RIRAIIE, BLORIEL max_filter_ratio iRE. iMoo, BIRERE
BE-FHRBER, BOEAESHEIEAN. MRAFPFZEZEEDERENBIET, TMFXSHRIRER
0~1 Z[B]HIEX1E, Doris 2 BB ML ABER AN ERIIT. XTEDRW—EHEAN, AJUSHBUER
% X HH.

BT LA T a5 S v LAYSTE max filter_ratio BZE J7 0.4 G stream load EAES:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "max_filter_ratio:0.4" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

RESATIREMS

SATFEH AT BAEIT WHERE S S ARBBHITRETIR, HTROBIEBRNZS 52 filter ratio K&,
ANFEMM max filter_ratio FNIRE, EEALRE, FTBAETES num_rows_unselected SREGTIRAITTEL,

BT A N e S eI LAIE E WHERE 1B 524132 stream Load FAES:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "where:age>=35" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

SEANBESXEIE
A HEEIES AZIRFE p1, p2 DX, FBIF 200 BIEHIRE,
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curl --location-trusted -u <doris_user>:<doris_password> \
-H "label:123" \
-H "Expect:100-continue" \
-H "max_filter_ratio:0.2" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-H "partitions: p1, p2" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

HEESAREX

HF poris BRIEBEANER XA |E)2EEY, B7HE DATETIME AE X R QR REN B S, MABESRX(E
B, RSEA poris RGN X T MmAeET K, BHlt, WFERNXEENSEAN, HI1FE—LEAR IEHER A
Y5 BARI X FRYEUE, 7E Doris 24EH, Bl session variable time_zone FT{ARAIAN X,

MESAR, HWERNXE TS timezone IEE, ZTVETEAENX R, CENXHBRRHNESE
X session variable time_zone, HEItt, WREEIFHKIERL, EEABSHNHIRTE timezone 5 HF Doris EEEEHY
time_zone —El, LLETEIREFIBET N XAV EIEIE, HS& % @IZE X AEEHR,

540, poris RARTX Fg “+08:00" , EANBIEPIIETE)FB SFEEIE, 2515 “2012-01-01 01:00:00+00:00” F0
“2015-12-12 12:12:12-08:00” , MFKAVES ABHET -H "timezone: +08:00" IBESABEMNNEX G, XFEN
EEEZA X & Ei%ih, MMEBZILER “2012-01-01 09:00:00” F1 “2015-12-13 04:12:12”

EZXRTIXBFIETSE X,
fEF8 streaming HVEA

Stream Load =& TF HTTP BUIMNHEITEAN, BTLARIFERIER, tEbiljava, Go ZE Python FEFRRAABA,
XBE AT 4B stream Load BIRE,

FEEE bash GRS EBRBAIIMERSN, IMSANRBEMRZIEFRINERLN, MABEHIM,

seq 1 10 | awk '{OFS="\t"}{print $1, $1 * 10}' | curl --location-trusted -u root -T - http://host
< :port/api/testDb/testTbl/_stream_load

RE csVEITHIESA
SEEIR

id,name,age
1,doris, 20
2,flink,10

ITIETE format=csv_with_namesiTEEITEA

curl --location-trusted -u root -T test.csv -H "label:1" -H "format:csv_with_names" -H "column_

— separator:," http://host:port/api/testDb/testTbl/_stream_load

$BTE merge_type 1T Delete {E
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7E Stream Load FE=FS A\ZEHAY: APPEND, DELETE 5 MERGE, FJLAIBITIEE S merge_type FHITIHEE, 04815
EBESALBUE key HBRINVIIES MR, sTAERAUATHS:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "merge_type: DELETE" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

MENBIERIRPEBUE R :

e R e - +

| siteid | citycode | username | pv |

[ R Fomm e oo R Fomm e o +
| 3 2 | tom | 2 |
| 4 | 3 | bush | 3
| 5 3 | helen | 3 |
[ R Fomm e m oo Fomm e m oo Fomm e o +
SAEIER:

3,2,tom,0

SENEEMRRREIE, EMUTERE

T S Fom oo Fommm o +

| siteid | citycode | username | pv |

| 4 | 3 | bush |
5 |

$ETE merge_type 1T Merge I&1E

$EXE merge_type 7 MERGE, BILBAIG S NBVEUE MERGE BIFRA, MERGE 1B X FEELES DELeTE RMFBHFEEA, |-
7% B DELETE S RYEUIBTREE DELETE 1B X AL IR, EARIZEE APPEND 1B SGRIIZIRA, 0T EIRIERTMIER siteid
718917, ERBIBRINRIRSP:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "merge_type: MERGE" \
-H "delete: siteid=1" \
-H "column_separator:," \
-H "columns:user_id,name,age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

321




NS NRIRVERHE S :

o - Fomm e - Fomm - - +----—- +

| siteid | citycode | username | pv |

[ T - R ey pp——— L TRy ———— [ oy ppep—— +
| 4 | | bush | 3]
| 5 | helen | 3
| T T jim I 2|
[ R Y [ R, +
SAREIEN:

2,1,grace,2

3,2,tom,2

1,1,3im,2

o R i e Fom——- +
| 4 | 3 | bush | 3]
| 2 | 1 | grace | 2 |
| 3 2 | tom | 2 |
| 5 3 | helen | 3
[ R R [ Fomm o +

IEEBZANEZE Merge B9 Sequence 7

2 Unique key TRIZE T sequence FIRY, 7EAE[E Key 5T, Sequence FURVERIFJ RePLACE R E R B IRINF Y
g, BAEFTUBRRIME, HXiXFPRETF Dor1S_DELETE_SIGN B ITHIFRIRICAT, FEIRIE key HHEIFI
Sequence SIMEEXRTETHAIE, BIEE function_column.sequence_col SREILNES merge_type: DELETE TR
B

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "merge_type: DELETE" \
-H "function_column.sequence_col: age" \
-H "column_separator:," \
-H "columns: name, gender, age" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

BT REGH:

mysql> SET show_hidden_columns=true;
Query OK, 0 rows affected (0.00 sec)
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mysql> DESC tablel;

R et e R Fommm - e R et +
| Field | Type | Null | Key | Default | Extra
g R Fomm e Fomm e oo . Fom e +
| name | VARCHAR(100) | No | true | NULL | |
| gender | VARCHAR(10) | Yes | false | NULL | REPLACE |
| age | INT | Yes | false | NULL | REPLACE |
| __DORIS_DELETE_SIGN__ | TINYINT | No | false | O | REPLACE

| __DORIS_SEQUENCE_COL__ | INT | Yes | false | NULL | REPLACE
e e e Fomme - P, . oo +

4 rows in set (0.00 sec)

BRigERRPHRERD:

R R R +
| name | gender | age |
Fom e oo [ SR [ +
| 1i | male 10 |
| wang | male 14 |

I
|

| zhang | male | 12 |
+

[T Fommm oo

1. Sequence SEEN, B A Sequence I K FETFRPEBIHE
EANHBIER:

1li,male,10

HFIETE T function_column.sequence_col: age, FFH age KFETFTRPEFIY, FEREBEHMBER, RPHIET
baH

+toem - Fomm - Foem-—- +
| name | gender | age |
Fom e oo [ R Fomme - +
| wang | male | 14 |
| zhang | male | 12 |
Fom e Fommm oo Fomm e oo +

2. Sequence SEIRERN, B A Sequence TN NFEFRPEBHIE:
SANBIER:

1li,male,9

HTF3EE T function_column.sequence_col: age, B age INFRARFEMIF, DELETEIRIEHARENR, RPEIFEAT,
KASBEIER R #I91:

[T Fommm oo Fommm oo +

name | gender | age |
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| 1i | male |

| wang | male |

| zhang | male | 12 |
+

tommmm oo Fommm e

FirBEHRMER, SREAMRENEREBIXR L, RIEFIER ey HRIMER, IMNETR sequence FIRNEXREITT
BURE, SAIBTEBZITHI DORIS_DELETE_SIGN ERE M 1, MRM 1 WAKIMIER, WRBo, MHRIRHRK,

SANEBENFIRE
3 v HMBIEE S T HRNRES TN, A TSR, JTMEERFHFHENERNERRIFEIFER,
TIERIER, FIRBZT SR

3k=,30," EiB™H, FHAK, Ki&HH

BIERIEEREM, I “Ligth, EEK, Kbl BER—1PFE:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "column_separator:," \
-H "enclose:'" \
-H "columns:username,age,address" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

MRBEFFEHMEFERTD, WHERERF “Ligh, @K, @ XKEl Fh—1FER, FERETIPRHET
FITREEN:

=,30,  LiEh, EAEX, Kk

B] BRI escape BBFIAEE R F X FR, WTFAHIH \:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "column_separator:," \
-H "enclose:'" \
-H "escape:\\" \
-H "columns:username,age,address" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

S A\ EL& DEFAULT CURRENT_TIMESTAMP R EUAYFER
THEHAHS ABIERIRFELSH DEFAULT CURRENT_TIMESTAMP RYZRH M F :
REEH:
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CREATE TABLE testDb.testTbl (
*id® BIGINT(30) NOT NULL,
‘order_code® VARCHAR(30) DEFAULT NULL COMMENT '',
‘create_time’ DATETIMEv2(3) DEFAULT CURRENT_TIMESTAMP
)
DUPLICATE KEY(id)
DISTRIBUTED BY HASH(id) BUCKETS 10;

JSON ZIERE L :

{"id":1,"order_Code":"avc"}

A@B2:

4

curl --location-trusted -u root -T test.json -H "label:1"

-H "format:json" -H 'columns: id, order

< _code, create_time=CURRENT_TIMESTAMP()' http://host:port/api/testDb/testTbl/_stream_load

BIEIRIS A JsoN HBIVERIE

7E JSON FERFIR A MG B —— Xt RzBt, FILAIBILIEES L "strip_outer_array:true" 5 "format:json" 4§

JSON BB XN EANBIFRAP,

MREXWMTF:

CREATE TABLE testdb.test_streamload(
user_id BIGINT NOT NULL COMMENT "user id",
name VARCHAR(20) COMMENT "name",
age INT COMMENT "age"

)

DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

SANLEFRBERPNFERB——IN:

[

{"user_id":1,"name":"Emily", "age":25},
{"user_id":2,"name":"Benjamin",b "age":35},
{"user_id":3,"name":"0livia","age":28},
{"user_id":4,"name":"Alexander","age":60},
{"user_id":5,"name":"Ava", "age":17},
{"user_id":6,"name":"William",h6 "age":69},
{"user_id":7,"name":"Sophia", "age":32},
{"user_id":8,"name":"James", 6 "age":64},
{"user_id":9,"name" :"Emma", "age":37},
{"user_id":10,"name":"Liam",6 "age" :64}

1

BT TS, AT JsoN BIES A ZIRH:
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curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "format:json" \
-H "strip_outer_array:true" \
-T streamload_example.json \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

LERA S A E 207 JsoN HBTVELRE

fEJsoN BRI AE R, TESRPFIZ——N, HEBSRMIIE, AJUELIEESH jsonpaths TTALT
BIREY, HTBURLESA. W TFIEE:

[
{"userid":1,"hudi":"lala","username":"Emily", "userage":25,"userhp":101},

{"userid":2,"hudi":"kpkp", "username":"Benjamin",6 "userage":35,"userhp":102},
{"userid":3,"hudi":"ji","username":"0livia","userage":28,"userhp":103},
{"userid":4,"hudi":"popo","username":"Alexander", "userage":60,"userhp":103},
{"userid":5,"hudi":"uio","username":"Ava","userage":17,"userhp":104},
{"userid":6,"hudi":"1kj","username":"William", "userage":69,"userhp":105},

{"userid":7,"hudi":"komf","username":"Sophia", "userage":32,"userhp":106},

{"userid":8,"hudi":"mki","username":"James","userage":64,"userhp":107},
{"userid":9,"hudi":"hjk","username":"Emma", "userage":37,"userhp":108},
{"userid":10,"hudi":"hua","username":"Liam", "userage":64,"userhp":109}

1

BT jsonpaths SET UL TN :

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "format:json" \
-H "strip_outer_array:true" \
-H "jsonpaths:[\"$.userid\", \"$.username\", \"$.userage\"]" \
-H "columns:user_id,name,age" \
-T streamload_example.json \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

FETE JSON BT R EALIE
R jsoN BB E THRE JSON FER, BEEESAISONMIRET R, HKiIAMER 7,
WTFEIEE, HAEEYS comment SIREEBURBAZIZRS:

[

non

{"user":1,"comment":{"userid":101,"username":"Emily", "userage":25}},
{"user":2,"comment":{"userid":102, "username":"Benjamin", "userage":35}},
{"user":3,"comment":{"userid":103,"username":"0Olivia", "userage":28}},
{"user":4,"comment":{"userid":104, "username":"Alexander", "userage":60}},

non

{"user":5,"comment":{"userid":105,"username":"Ava", "userage":17}},

326




{"user":6,"comment":{"userid":106, "username":"William",6 "userage":69}},
{"user":7,"comment":{"userid":107,"username":"Sophia", "userage":32}},
{"user":8,"comment":{"userid":108,"username":"James", "userage":64}},
{"user":9,"comment":{"userid":109, "username":"Emma", "userage":37}},

{"user":10,"comment":{"userid":110,"username":"Liam", "userage" :64}}

]

BAEZERI json_root SEIEERTI =59 comment, FAFFIRHE jsonpaths SEISERL S B BRET :

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "format:json" \
-H "strip_outer_array:true" \
-H "json_root: $.comment" \
-H "jsonpaths:[\"$.userid\", \"$.username\", \"$.userage\"]" \
-H "columns:user_id,name,age" \
-T streamload_example.json \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

S A Array 1B RY

MTFINRERES T HELE:

1|Emily|[1,2,3,4]
2|Benjamin|[22,45,90,12]
3|0livia|[23,16,19,16]
4|Alexander|[123,234,456]
5|Ava|[12,15,789]
6|William|[57,68,97]
7|Sophia|[46,47,49]
8|James|[110,127,128]
9|Emma|[19,18,123,446]
10|Liam|[89,87,96,12]

BRIEBS A THREMH:

CREATE TABLE testdb.test_streamload(

typ_id BIGINT NOT NULL COMMENT "ID",
name VARCHAR(20) NULL COMMENT "name",
arr ARRAY<int(10)> NULL COMMENT "array"

)
DUPLICATE KEY(typ_id)
DISTRIBUTED BY HASH(typ_id) BUCKETS 10;

BIT stream Load {ES1Fl, BJPAE IR XA HEY ARRAY KRV \BIRA:

curl --location-trusted -u <doris_user>:<doris_password> \

-H "Expect:100-continue" \
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-H "column_separator:|" \

-H "columns:typ_id,name,arr" \

-T streamload_example.csv \

-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

S map HELE
HEAREPE S map LB, WMUATHIFIFH:
[

{"user_id":1,"namemap" : {"Emily":101,"age":25}},
{"user_1id":2,"namemap":{"Benjamin":102,"age":35}},
{"user_id":3,"namemap":{"0livia":103,"age":28}},
{"user_id":4,"namemap":{"Alexander":104,"age":60}},
{"user_id":5,"namemap":{"Ava":105,"age":17}},
{"user_1id":6,"namemap" :{"William":106,"age" :69}},
{"user_1id":7,"namemap":{"Sophia":107,"age" :32}},
{"user_id":8,"namemap":{"James":108,"age":64}},
{"user_id":9,"namemap":{"Emma":109,"age":37}},
{"user_id":10, "namemap":{"Liam":110,"age":64}}

1

BRIEBSAUTREHS:

CREATE TABLE testdb.test_streamload(

user_id BIGINT NOT NULL COMMENT "ID",

namemap Map<STRING, INT> NULL COMMENT "namemap"
)
DUPLICATE KEY(user_id)
DISTRIBUTED BY HASH(user_id) BUCKETS 10;

18T Stream Load £ E, SICAEIEIG XA HHEY map KBS ANEIFRH:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue™ \
-H "format: json" \
-H "strip_outer_array:true" \
-T streamload_example.json \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

£ A Bitmap ZERIEUE

HESALER, BF sitmap KEBYEIE, BJLAE to_bitmap 15 EIEFEIRAL Bitmap, WEIE

HBUEZE Bitmap,
MENEIEWT:

.

1T bitmap_empty EE|

1|koga|17723
2|nijg| 146285
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3]1ojn|347890
4|1lofn|489871

5|jfin|545679
6|kon| 676724

7|nhga|767689
8|nfubg|879878
9|huang|969798
10| buag|97997

BKRIESAZIUTEE sitmap KEUFYRAP:

CREATE TABLE testdb.test_streamload(

typ_id BIGINT NULL ~ COMMENT "ID",
hou VARCHAR(10) NULL ~ COMMENT "one",
arr BITMAP BITMAP_UNION NOT NULL  COMMENT "two"

)
AGGREGATE KEY(typ_id,hou)
DISTRIBUTED BY HASH(typ_id,hou) BUCKETS 10;

1831 BA to_bitmap BT BAYG EXIBEEH#RAY, Bitmap SEEL:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "Expect:100-continue" \
-H "columns:typ_id,hou,arr,arr=to_bitmap(arr)" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

S\ HLL BB R
1B hil_hash ERIEN ] BAYG EXHEAERAY il ZEBY, SNTFREUE:

1001 | koga
1002|nijg
1003 |1lojn
1004 |lofn
1005|jfin
1006 | kon
1007 |nhga
1008 | nfubg
1009 | huang
1010|buag

SANTHIRAF:

CREATE TABLE testdb.test_streamload(
typ_id BIGINT NULL COMMENT "ID",
typ_name VARCHAR(10) NULL COMMENT "NAME",
pv h1ll hll_union NOT NULL COMMENT "h11"
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)
AGGREGATE KEY(typ_id, typ_name)
DISTRIBUTED BY HASH(typ_id) BUCKETS 10;

BT hil_hash AL BEITEA:

curl --location-trusted -u <doris_user>:<doris_password> \
-H "column_separator:|" \
-H "columns:typ_id, typ_name,pv=hll_hash(typ_id)" \
-T streamload_example.csv \
-XPUT http://<fe_ip>:<fe_http_port>/api/testdb/test_streamload/_stream_load

SUBRES, fTETIFILIR

Doris B ATES NBEAI P F5IEE FEMINRIRINLIRIRIF. IH/EASBRNERY, XTUFEBRNERX
NINRE, RIBRIERER ST,

ERFEEERSEA

strict_mode BMATFIRESANESEETITEMBENT, ZEBMUSIITIRE, FRIMLIBHER-ER
m, XKFFARHRRNR, TS2HASEBIRAXE,

SR HITEBS 5B/ RGBT EH
RTEAN, MARASSIIER, ATUSELEEN /T BRENS NEH XHH

2.9.3.2 Broker Load

Broker Load 183d MySQL API & #C, Doris RAE1HE LOAD IBRIFFHIEE, TEIMNEIBREHIENEIE, Broker